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Abstract 

In this research, an implementation of game theory has been developed as a computational tool 

to assist designers in solving the maximum likelihood finite element model updating problem 

of bridge structures. Finite element model updating is usually performed using the deterministic 

maximum likelihood method by defining the updating problem as an optimization problem in 

terms of a single or multi-objective function. In this way, a numerical model is obtained that 

reflects the actual structural behaviour. Despite its widespread use, the maximum likelihood 

method has some limitations that are directly related to the performance of the updating process. 

To overcome these limitations, game theory has been considered herein. For this purpose, the 

conventional updating problem, formulated as either a single or a multi-objective function, has 

been transformed into a game theory problem, considering three different game models: non-

cooperative, cooperative and evolutionary. The performance of the proposal has been assessed 

on two case studies the simple finite element model of the laboratory bridge and a high-fidelity 

finite element model of the real pedestrian suspension bridge. As a result of this research, game 

theory has proven to be an efficient tool to improve the performance of the finite element model 

updating process under the maximum likelihood method, as it ensures a reduction in 

computational time without compromising the accuracy of the solution. 

 

Keywords: finite element model updating, game theory, maximum likelihood method, structural 

dynamic parameters, bridge structures 
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Prošireni sažetak 

U okviru ove doktorske disertacije razvijen je deterministički pristup poboljšanja modela 

konačnih elemenata mostovnih konstrukcija temeljen na metodi najveće vjerojatnosti koji 

uključuje transformaciju klasičnog optimizacijskog problema poboljšanja modela konačnih 

elemenata u problem teorije igara. Poboljšanje numeričkih modela provodi se s ciljem kako bi 

se dobio model konačnih elemenata čije ponašanje odgovara stvarnoj konstrukciji. Varijacije u 

svojstvima materijala, starenje i već postojeća oštećenja konstrukcije mosta utječu na parametre 

modela koji ga opisuju te time dovode u pitanje njegovu daljnju primjenu. Zbog brige o starenju 

i degradaciji velikog broja mostova, u posljednje vrijeme sve je intenzivniji rad na praćenju 

njihova stanja kroz razne pristupe. Među tim pristupima jedan od sve popularnijih jest analiza 

dinamičkih parametara (frekvencija i oblika titranja konstrukcije). Navedeno je iniciralo 

upotrebu podataka dobivenih ispitivanjem konstrukcije u svrhu poboljšanja modela konačnih 

elemenata i njihovu daljnju upotrebu. Ovaj postupak, tzv. poboljšanje numeričkih modela (eng. 

Finite element model updating, FEMU) može se provesti kroz niz pristupa koji se dijele na 

determinističke i stohastičke. U inženjerskoj praksi, obično se primjenjuje deterministički 

pristup najveće vjerojatnosti. Primjenom navedenog pristupa problem ažuriranja modela 

konačnih elemenata formulira se kao optimizacijski problem definiranjem jednociljne (eng. 

single) ili višeciljne (eng. multi) objektivne funkcije. Funkcija s jednim ciljem definira se u 

obliku sume reziduala eksperimentalno određenih i numerički predviđenih dinamičkih 

parametara konstrukcije pomnoženih težinskim faktorima. U višeciljnoj objektivnoj funkciji, 

svaki njen član odgovara jednom rezidualu. Optimizacija objektivnih funkcija rezultira 

vrijednostima parametara numeričkog modela za čije vrijednosti on odgovara stvarnom 

ponašanju konstrukcije. Provodi se primjenom prirodom inspiriranih algoritama zbog njihove 

učinkovitosti u rješavanju nelinearnih problema optimizacije. Bez obzira na široku i učestalu 

primjenu za poboljšanje numeričkih modela, deterministički pristup metode maksimalne 

vjerojatnosti ima nekoliko ograničenja koja su izravno povezana s učinkovitošću procesa 

poboljšanja te načinom definiranja problema optimizacije. Glavni problemi formulacije 

optimizacijskog problema kao jednociljne objektivne funkcije vezani su uz definiranje 
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vrijednosti težinskih faktora koji se pridružuju rezidualu vlastite frekvencije i rezidualu 

modalnih oblika te potrebu provođenja analize utjecaja različitih vrijednosti težinskih faktora 

na rezultat optimizacije. Definiranje poboljšanja numeričkih modela u obliku višeciljne 

objektivne funkcije povezan je s problemom vremena potrebnog za proračun skupa optimalnih 

rješenja (Pareto skup) i problemom odabira najboljeg rješenja iz Paretovog skupa optimalnih 

rješenja (eng. knee point). Kako bi se navedeni problemi riješili, u ovom istraživanju usvojen 

je pristup teorije igara kao računalnog alata. U tu svrhu, za rješavanje nedostataka definiranja 

optimizacijskog problema poboljšanja numeričkog modela kao objektivne funkcije s jednim 

ciljem uzet je u obzir kooperativni model igara. Uz to, testirana su tri modela igara: 

nekooperativni, kooperativni i evolucijski kako bi se savladali nedostaci definiranja 

optimizacijskog problema kao objektivne funkcije s više ciljeva. Učinkovitost predloženog 

pristupa najprije je testirana u okviru poboljšanja numeričkog modela jednostavnog 

laboratorijskog mosta. Testiranjem je potvrđena učinkovitost primjene teorije igara u rješavanju 

problema poboljšanja numeričkih modela definiranog kao objektivna funkcija s jednim ili više 

ciljeva. U usporedbi s konvencionalnim pristupom, teorija igara pokazala se vrlo učinkovitom 

u smislu smanjenja vremena proračuna, bez da se njime utječe na točnost rješenja. Nadalje, 

primjena teorije igara omogućava direktno pronalaženje najboljeg optimalnog rješenja bez 

potrebe određivanje cijelog skupa optimalnih rješenja. Usporedba različitih modela igara 

pokazala je kako je evolucijski model igara najefikasniji rezultirajući vremenom proračuna vrlo 

bliskom kooperativnom modelu, ali dajući rješenje koje je najbliže najboljem optimalnom 

rješenju Pareto skupa. Uspoređujući formulaciju objektivne funkcije s jednim ciljem i 

objektivne funkcije s više ciljeva kao problem teorije igara, objektivna funkcija s više ciljeva 

pokazala se boljom, bez obzira na nešto duže vrijeme proračuna, ali dajući optimalno rješenje 

koje je najbliže najboljem optimalnom rješenju. Zbog toga je ovaj model igara odabrana za 

rješavanje problema poboljšanja numeričkog modela visoke točnosti na studiji slučaja visećeg 

pješačkog mosta. Kroz navedenu primjenu na stvarnoj mostovnoj konstrukciji i usporedbu s 

konvencionalnom metodom poboljšanja numeričkih modela, potvrđena je primjena teorije 

igara u rješavanja problema poboljšanja numeričkih modela visoke točnosti složenih tipova 

mostovnih konstrukcija kao što su viseći mostovi. Kao krajnji rezultat ovog istraživanja, 

pokazalo se da je teorija igara vrlo učinkovit alat za unaprjeđenje izvedbe poboljšanja modela 

konačnih elemenata temeljenih na determinističkom pristupu metode maksimalne vjerojatnosti. 

Ključne riječi: poboljšanje modela konačnih elemenata, teorija igara, metoda maksimalne 

vjerojatnosti, dinamički parametri konstrukcije, mostovne konstrukcije 
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Notations 

Lower case Latin characters 

a Action in game [-] 

𝑑𝐵𝐿 Distance from boundary line [-] 

𝑑𝐸𝑃 Distance from equilibrium point [-] 

𝑑𝑔1, … , 𝑑𝑔𝑚 Design m goals [-] 

𝑑(𝑗, 𝑖) Space distance of θj to fi [-] 

𝑓𝑡
𝑒𝑥𝑝

 Experimental natural frequency for corresponding mode t [Hz] 

𝑓𝐻,𝑛𝑜
𝑒𝑥𝑝

 
Experimentally determined natural frequency of the 

hanger number no. 
[Hz] 

𝑓𝑡
𝑛𝑢𝑚 Numerical natural frequency for corresponding mode t [Hz] 

𝑓𝑡
𝑢𝑝𝑑,𝐻𝑆

 
Natural frequency value obtained by updating numerical 

model using the multi objective harmony search 
[Hz] 

𝑓𝑡
𝑢𝑝𝑑,𝑁𝐶𝐺𝑇

 

Natural frequency value obtained by updating numerical 

model using the multi objective non-cooperative game 

model 

[Hz] 

𝑓𝑡
𝑢𝑝𝑑,𝐶𝐺𝑇

 
Natural frequency value obtained by updating numerical 

model using the multi objective cooperative game model 
[Hz] 

𝑓𝑡
𝑢𝑝𝑑,𝐸𝐺𝑇

 
Natural frequency value obtained by updating numerical 

model using the multi objective evolutionary game model 
[Hz] 

𝑓𝑡(𝜽𝑡
∗) Optimal values of the residual [-] 

𝑓𝑡(𝜽𝑡
∗∗) The worst values of objective function residuals [-] 

𝑓𝑛𝑡(𝜽) Normalized objective function residual [-] 

𝑓𝑖̅ Reference value of the objective function [-] 

𝑓𝑖
𝑔

 Value of the objective function in gth game round [-] 

g Game round [-] 
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gbest 
The position of the particle that was closest to the target 

in the whole particle swarm 
[-] 

k Node number [-] 

kL Equivalent longitudinal stiffness [N/m] 

kT Equivalent transversal stiffness [N/m] 

lbest 
Position of the particle that was closest to the target only 

in its neighbourhood 
[-] 

i Game players [-] 

n Total number of modal properties [-] 

𝑛𝑓 Total number of the natural frequencies [-] 

𝑛𝑚 Total number of mode shapes [-] 

p 
Number of the equality constraints non-upper limit and 

non-low limit 
[-] 

q 
Number of the inequality constraint’s non-upper limit and 

non-low limit 
[-] 

𝑟𝑡
𝑓
 Natural frequency residual [-] 

𝑟𝑡
𝑚 Mode shape residual [-] 

rand1, rand2 Random numbers between the zero and one [-] 

𝑡𝑆𝑂𝐴
𝐺𝑇  

Simulation time single objective game theory based 

optimization required 
[s] 

𝑡𝑆𝑂𝐴
𝐻𝑆  

Simulation time single objective conventional method 

based optimization required 
[s] 

𝑡𝑁𝐶𝐺𝑇 
Simulation time multi objective non-cooperative game 

model based optimization required 
[s] 

𝑡𝐶𝐺𝑇 
Simulation time multi objective cooperative game model 

based optimization required 
[s] 

𝑡𝐸𝐺𝑇 
Simulation time multi objective evolutionary game model 

based optimization required 
[s] 

𝑡𝐻𝑆 
Simulation time multi objective harmony search based 

optimization required 
[s] 

𝑡𝐻𝑆_𝑃𝑆𝐵𝑂 
Simulation time multi objective harmony search based 

optimization required for solving the pedestrian 

suspension bridge updating problem 

[s] 
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𝑡𝐸𝐺𝑇_𝑃𝑆𝐵𝑂 
Simulation time multi objective evolutionary game model 

based optimization required for solving the pedestrian 

suspension bridge updating problem 

[s] 

t- IRS Enhanced instantaneous response surface [-] 

𝑡𝑜𝑓 Objective function tolerance [-] 

u Utility function [-] 

𝑢𝑚(𝑎) 
The utility u player m receives from arriving at a 

particular outcome 
[-] 

𝑣𝜅𝜄
𝑛+1 Updated velocity of the particle swarm [m/s] 

𝑤𝑖𝑗 Degree of the cooperation [-] 

𝑥𝜅𝜄
𝑛  Position of the particle in the iteration n [-] 

z Vector of the output response [-] 

x Any input vector of the numerical model [-] 

𝑤𝑡 
Weighted factor of modal properties for corresponding 

mode t 
[-] 

𝑤𝑡
𝑓
 

Weighted factor for natural frequencies residual for 

corresponding mode t 
[-] 

𝑤𝑡
𝑚 

Weighted factor of mode shapes residual for 

corresponding mode t 
[-] 

Upper case Latin characters 

A Strategic profiles [-]  

Acs Cross section area [mm2]  

BL Boundary line [-]  

C1, C2 Learning factors [-]  

CCGA Cooperative coevolutionary genetic algorithm [-]  

CGT Cooperative game theory model [-]  

D Downstream [-]  

DOF Degree of freedom [-]  

EP Modulus of elasticity of polyurethane [GPa]  

ES Modulus of elasticity of steel [GPa]  

𝐸𝐶 Modulus of elasticity of concrete [GPa]  
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𝐸𝐶𝐴 Modulus of elasticity of the cable elements [GPa]  

𝐸𝑅 Modulus of elasticity of rigid connection [GPa]  

EFDD Enhanced Frequency Domain Decomposition [-]  

EGT Evolutionary game theory model [-]  

ELD Encoding by location for damage detection approach [-]  

EP Equilibrium point [-]  

𝐹(𝜽) Objective function [-]  

𝐹1(𝜽) First residual of the objective function [-]  

𝐹2(𝜽) Second residual of the objective function [-]  

𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝

 
Calculated force value in the anchorage cable based on 

the experimentally determined natural frequency 
[kN] 

 

𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝,30

 

Horizontal force component in the anchorage cable for an 

angle of 30° based on the experimentally determined 

natural frequency 

[kN] 

 

𝐹𝐴
𝑛𝑢𝑚,30

 

Horizontal component of the force in the anchorage cable 

for an angle of inclination of 30° from the static 

calculation 

[kN] 

 

𝐹𝐻,𝑛𝑜
𝑒𝑥𝑝

 
Calculated force value in the hanger elements based on 

the experimentally determined natural frequency 
[kN] 

 

𝐹𝑈𝑀𝐶  Force value in upper main cable previous segment [kN]  

𝐹𝑈𝑀𝐶
′′  Force value in upper main cable observed segment [kN]  

FDD Frequency Domain Decomposition [-]  

𝐹𝑤𝑡 Weighted objective function [-]  

FE Finite element  [-]  

FEM Finite element model [-]  

FEMU Finite element model updating [-]  

FRF Frequency Response Function [-]  

G Game [-]  

Gbest 
The best positions achieved by the agent closest to the 

target since the beginning of the process 
[-] 

 

GA Genetic algorithm [-]  

GAHA Genetic annealing hybrid algorithm [-]  
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GT Game theory [-]  

GEP Gene expression programming [-]  

HGA Hybrid genetic algorithm [-]  

HMCR Harmony memory consideration rate [-]  

HS Harmony search [-]  

IDFT Inverse discrete Fourier transformation [-]  

IL Influence line [-]  

IRR Implicit redundant representation [-]  

IEPSO Immunity-based particle swarm optimization [-]  

𝐼𝑚𝑎𝑥 Maximum number of iterations [-]  

𝐾𝐵 Boltzmann constant [m2kgs-2K-1]  

𝐾1, 𝐾2, … Weights of the weighted function components [-]  

L Length [m]  

M 
Model operator which describes the input-output 

behaviour 
[-] 

 

𝑴(𝜽𝒐𝒑𝒕) 
Outputs of the numerical model with the optimal model 

parameters 
[-] 

 

𝑀̃ q-component vector of experimental data sets [-]  

MAC Modal Assurance Criterion [-]  

MF Modal flexibility [Hz-2]  

MI Maximum improvisation parameter [-]  

MLM Maximum likelihood method [-]  

MO Multi objective [-]  

𝑀𝑜(𝑗) 
Comprehensive degree of influence of θj to all objective 

functions 
[-] 

 

MPR Modal participation ratio [%]  

MPSO Multistage particle swarm optimization [-]  

MSE Modal strain energy [J]  

MWFEM Multivariable wavelet finite element modelling method [-]  

N Set of players [-]  
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NCGT Non-cooperative game theory model [-]  

NM Nelder-Mead’s simplex method [-]  

NN-PSO Neural network particle swarm optimization [-]  

NSGA-II Non-dominated sorting genetic algorithm [-]  

PM Model parameter space [-]  

𝑃𝑂 Model output response space [-]  

𝑃𝑟 Metropolis Hastings acceptance ratio [-]  

PAR Pitch adjustment rate [-]  

POE Pareto optimal equilibrium [-]  

POS Pareto optimal solution [-]  

PS Population size [-]  

PSO Particle swarm optimization [-]  

Ps,new New population size [-]  

Pbest 
The best positions achieved by the agent closest to the 

target since the beginning of the process 
[-] 

 

𝑆1, 𝑆2, … , 𝑆𝑚 Game strategy [-]  

𝑆𝑓 Strategy space of natural frequency residual   

𝑆𝑚𝑠 Strategy space of mode shape residual   

SA Simulated annealing [-]  

SAA Simulated annealing algorithm [-]  

SC Super criterion [-]  

SCO Sine-cosine optimization algorithm [-]  

SGA Simple genetic algorithm [-]  

SHM Structural Health Monitoring [-]  

SO Single objective [-]  

TC Constant temperature value in Kelvin [-]  

Tmin Global minimum temperature [-]  

U Upstream [-]  

UKF-HS Unscented Kalman filter harmony search [-]  
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V Number of fragments [-]  

VBDD Vibration based damage detection [-]  

𝑋𝜅
𝑛 Vector of the position of the particle κ in the iteration n [-]  

Greek characters 

𝛼1, 𝛼2, 𝛼3, 𝛼4 Angle between the suspension bridge cables [°] 

β Band angle [°] 

Δ 
Relative error between the experimental and numerical 

values 
[-] 

∆(𝑗, 𝑖) Impact index [-] 

ΔE Energy change [J] 

∆𝑓𝑡 
Relative difference between the experimental and 

numerical natural frequency for mode t 
[%] 

|∆𝑓𝑡
𝐻𝑆| 

Relative difference between the experimental and 

numerical natural frequency obtained by updating 

numerical model using the multi-objective function and 

harmony search algorithm, for mode t 

[%] 

|∆𝑓𝑡
𝑁𝐶𝐺𝑇| 

Relative difference between the experimental and 

numerical natural frequency obtained by updating 

numerical model using the multi-objective function and 

non-cooperative game model, for mode t 

[%] 

|∆𝑓𝑡
𝐶𝐺𝑇| 

Relative difference between the experimental and 

numerical natural frequency obtained by updating 

numerical model using the multi-objective function and 

cooperative game model, for mode t 

[%] 

|∆𝑓𝑡
𝐸𝐺𝑇| 

Relative difference between the experimental and 

numerical natural frequency obtained by updating 

numerical model using the multi-objective function and 

evolutionary game model, for mode t 

[%] 

∆𝜃𝑗 Step length of the fragments [-] 

𝜺 Vector of model uncertainty [-] 

θ Vector of the structural model updating parameters [-] 

𝜃𝑙 
Lower bound of the structural model updating parameters 

vector 
[-] 

𝜃𝑢 
Upper bound of the structural model updating parameters 

vector 
[-] 
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𝜽𝑜𝑝𝑡 Vector of the optimal structural model parameters [-] 

θMO_HS
*

 
Knee point of the multi-objective problem solved using 

Harmony search 
[-] 

θSO_GT
*

 
Single objective optimal solution obtained using the game 

theory 
[-] 

θMO_HS_PSBO
*

 
Knee point of the multi-objective problem of pedestrian 

suspension bridge solved using Harmony search 
[-] 

θEGT_PSBO
*

 

The optimal solution of the multi-objective problem of 

pedestrian suspension bridge solved using evolutionary 

game model 

[-] 

𝜃𝑖𝑛𝑖𝑡𝑖𝑎𝑙
0  Initial strategy for game theory models [-] 

𝜃𝑖𝑛𝑖𝑡𝑖𝑎𝑙_𝑃𝑆𝐵𝑂
0  

Initial strategy for evolutionary game model for solving 

the pedestrian suspension bridge model updating 

optimization problem 

[-] 

𝛩(𝑗, 𝑖) Effect of θj on the objective fi [-] 

κ Particle  

𝜆 Threshold of moment [-] 

𝝁 Vector of measurement uncertainty [-] 

𝓜𝒎 Model in the structural model class [-] 

𝓜𝒎(𝜽𝑜𝑝𝑡) Model in the structural model class for optimal set of the 

model parameters, 𝛉opt 
[-] 

𝜈𝑆 Poisson ratio of steel [-] 

𝜈𝑃 Poisson ratio of polyurethane [-] 

𝜈𝐶 Poisson ratio of concrete [-] 

𝜈𝐶𝐴 Poisson ratio of cable elements [-] 

𝜈𝑅 Poisson ratio of rigid connection [-] 

𝜉 Convergence criterion [-] 

𝜌𝑆 Material density of steel [kg/m3] 

𝜌𝑃 Material density of polyurethane [kg/m3] 

𝜌𝐶 Material density of concrete [kg/m3] 

𝜌𝐶𝐴 Material density of cable elements [kg/m3] 

𝜌𝑅 Material density of rigid connection [kg/m3] 
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𝑚′ Cable mass  [kg/m’] 

𝜁𝑡
𝑓
 Standard deviation of the natural frequency [Hz] 

𝜁1
𝑐 Standard deviation of the damping ratio [%] 

Φ 
Solution that best optimize the general optimization 

problem defined as weighted objective function 
[-] 

𝜙𝑡
𝑒𝑥𝑝

 Experimentally obtained normalized mode shape vector [-] 

(𝜙𝑡
𝑒𝑥𝑝)

𝑇
 

Transpose vector of experimentally obtained normalizes 

mode shape  
[-] 

𝜙𝑡
𝑛𝑢𝑚 Numerically obtained normalized mode shape vector [-] 

(𝜙𝑡
𝑛𝑢𝑚)𝑇 

Transpose vector of numerically obtained normalizes 

mode shape 
[-] 

Additional notations 

{ } Vector 

{ }𝑇 Transpose vector 

[ ] Matrices 

[ ]−1 Inverse Matrices 
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Glossary 

Finite element model Numerical model of the structure developed in the 

Ansys software 

Finite element model updating The process of iterative changes of the numerical 

model physical parameters to obtain numerical modal 

analysis results that correspond to those obtained 

through experimental investigation of dynamic 

parameters of real structure 

Updating parameters Parameters of the numerical model selected based on 

the sensitivity analysis which values are iterated 

during the finite element model updating process 

Structural dynamic parameters Natural frequencies and mode shapes of the real 

structure obtained by performing the experimental 

investigation using operational modal analysis 

Structural behaviour Term used to define the structural performance as its 

global stiffness, i.e., dynamic parameters (natural 

frequencies and mode shapes) 

Game theory Mathematical discipline that provides tools for 

analysing situations in which game participants make 

decisions that are interdependent. In this thesis it is 

used as tool for solving the finite element model 

updating problem. 

Players The participants of the game. From the aspects of the 

implementation of game theory for finite element 

model updating application, the players are natural 

frequencies and mode shape residuals. 

Strategy set The updating parameters of the numerical model 

which affect the natural frequency or mode shape 

residuals. The union of the natural frequency and 
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mode shape residuals strategy space gives the 

complete space of the selected updating parameters. 

There is no updating parameter that is in both strategy 

spaces. 

Game round The step in game in which the value of the natural 

frequency and mode shapes residuals are tested for the 

selected values of the updating parameters. 

Decision The value of the updating parameters that each player 

selects in each game round. 

Utility The value of natural frequency and mode shape 

residuals for the selected values of the updating 

parameters (decision) 

Non-cooperative game theory 

model 

Game model in which the players (natural frequencies 

and mode shapes) do not cooperate, and they make 

their decision independently of each other. 

Cooperative game theory model Game model in which the natural frequency and mode 

shape residual cooperate. The value of the mode shape 

utility function is depended on the natural frequencies’ 

values. 

Evolutionary game theory model Game model in which the natural frequency and mode 

shape residual change their behaviour (they choose to 

cooperate or not) during the game according to their 

utility after each game round. 
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Chapter 1. Introduction 

At the time of designing bridges up to date, the density and magnitude of the load, especially 

traffic, have increased, and the requirements for regulation have also become more stringent. 

To ensure the essential requirements, especially the mechanical resistance and stability, the 

numerical modelling of the bridges is carried out according to the current regulations. Due to 

various assumptions, idealization, discretization, and parameterizations that are introduced 

during numerical modelling, obtained numerical model may not always reflect the actual 

structural behavior. By combining experimental investigations (static or/and dynamic tests) and 

FEMU methods, the differences between the actual and the predicted structural behavior could 

be minimized [1]. 

1.1.Problem statement 

Numerical models can serve as an effective modern tool for continuous monitoring of 

structures, damage detection, prediction of service life, and determination of an optimal 

maintenance strategy. The increasing number of new and the progress of existing numerical 

modeling methods have led to increasing demands on the reliability of models and results. 

Therefore, the errors and uncertainties associated with model assumptions that most often lead 

to inaccuracies must be quantified. Their evaluation is important to determine the degree of 

reliability and accuracy of the numerical model. This has led to the development of finite 

element model updating (FEMU) methods. The main aim of this method is to calibrate the 

numerical model based on the actual behavior of the structure determined as a part of static 

and/or dynamic testing of structure. In the context of different types of structures, numerical 

modelling is usually performed using finite element (FE) method [2]. This type of models is 

used to analyze the internal forces, stresses, displacements, and structural dynamic parameters 

[3]. While updating the FE models, there are two possible uncertainties, one related to the 

predicted FE model and one related to the experimentally obtained data. Uncertainties 

associated with the FE model include differences between the predicted behaviour (numerical 
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model) and the actual behaviour of the structure. In practice, this error can be reduced but never 

eliminated. Modelling uncertainties can be generally divided into the uncertainties of the model 

parameters, the model structure, and the model code [4]. Uncertainty in model parameters is 

usually arise due to incorrect assumptions of model parameters such as material properties; 

section properties, and thickness of shell or plate elements [5]. The uncertainty of the model 

structure arises from incorrect assumptions of the mechanical properties and physical behaviour 

(linear/nonlinear) of the structure. Such erroneous assumptions arise from different idealization 

and simplification of the structure, inaccurate assumption of mass distributions, incorrect 

modelling of mesh connections, boundary conditions, joints [6]–[8], and so on. Incorrect 

assumptions of loads, geometric shape, and structural behaviour (nonlinear/linear) can also lead 

to obvious uncertainty in the model structure [9]. These types of errors can be eliminated by 

introducing appropriate modelling assumptions. Some differences and unreliability can be 

minimized by developing a more detailed FE model or so called a high-fidelity finite element 

model [10]. Detailed modelling can minimize the degree of uncertainty in the model and the 

number of parameters that need to be updated. On the other hand, detailed modelling can 

increase the complexity of the model and increases the computational effort. Thus, this part of 

modelling must rationally defined according to the type of calculation, analysis and further use 

of the obtained model. 

The experimental methods and their results most used to update the finite element model 

include static and dynamic structural tests or data and results obtained as a part of Structural 

Health Monitoring (SHM). However, since they are very good indicators of structural global 

stiffness, dynamic parameters - natural frequencies and corresponding mode shapes are most 

often used. The errors that are most common in this field include those due to the imperfection 

of measuring equipment, random measurement noise, signal processing, and, in general, the 

problem of post-processing the measured data [11]–[13]. In order to obtain a numerical model 

that represents the actual structural behaviour as best as possible, its quality must be evaluated 

[14]. This assessment consists of three steps. In the first step, the assessment of the idealization 

and numerical method errors is performed in order to eliminate or reduce these two types of 

errors. Then, the correlation analysis between the numerical model predictions and the 

experimental test results is performed. In this way the differences and the degree of correlation 

between the predictions and the test results and design parameters of the numerical model that 

affect the output results are determined. In the third step, the quality of the numerical model is 

assessed after updating the selected design parameters.  
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The definition of FEMU is not uniformly established in the literature. Marwala et al. [15] wrote 

in their study that model updating is developed to correct and improve the FE model of the 

structure according to its actual behavior. Shahbaznia et al. [16] define FEMU as the process 

of updating the original numerical model of a structure to better reflect the measured response 

of the real structure. Schommer et al. [17] defined model updating as an optimization method. 

In this method, through optimization of defined objective function differences between the 

structural behavior predicted by the numerical model and the actual structural behavior are 

minimized. Mottershead and Friswell [18] define FE model updating as a procedure to update 

the numerical model to better reproduce the measured response of the real structures. In another 

paper [19], the same authors define model updating as the process by which the response of a 

FE model gradually approximates the response of the real structure by gradually updating the 

physical parameters. So, the definition is not uniform, but more or less all authors have the 

common basis of the definition: updating the numerical model based on the experimentally 

obtained test results to obtain the actual structural behaviour numerically (Figure 1.1).  

 

Figure 1.1. General flowchart of performing the FEMU 

General division of FEMU methods divide them into the manual and automated methods. 

Although this is a very general classification, it is still very important, because often a 

combination of these methods leads to much better results and they are often used together 

[20]–[24]. This combination of automated and manual methods is usually used to bring the 

initial numerical model as close as possible to the actual behavior of the structure using manual 

updating, while automated model updating is performed to further reduce these differences and 

obtain a more reliable estimate of the unknown parameters. In addition, this combination can 

improve complete process of model updating and speed up computational time [21] [22]. 

Generally, manual methods rely on trial and error in the selection of structural parameters such 

 

 

 

 

FEMU

Structural 

model 

Design 

variables 

Initial 

 FEMU 

Characteristic 

response 

Objective 

function 

Convergence 
Updated structural 

model 

YES NO 

FE 



1. INTRODUCTION 

 

 

4 

 

as geometry, material properties and boundary conditions. They are used when the number of 

parameters to be updated is small [25]. This method is not able to provide a reasonable physical 

explanation for the changes in the results. This can lead to inefficient results despite its 

simplicity [26]. When more parameters are considered, it is recommended to use automated 

methods. These methods are commonly used to reduce idealization errors [6] and they are 

introduced with two sub-methods. The first one is a global FEMU and the second one is a local 

FEMU. The global model updating assumes that the uncertainty parameters in the overall model 

have a single value for each selected element. The local model updating assumes that each mesh 

element has its own value for the uncertainty parameters [27]. 

The second classification is a bit more concrete. It divides FEMU methods into non-iterative 

(direct) and iterative (indirect). Direct model updating methods are the oldest methods used to 

update numerical models [28] [29]. They are used to directly update the FEM of structure by 

changing the structural stiffness matrix and the mass matrix. Without the use of iterative 

procedures, these methods can reproduce accurate experimental data, which makes them 

computationally efficient. These methods include the matrix update methods [30], the optimal 

matrix methods [31], the eigenstructure assignment methods [32], and the Langrage multiplier 

method [33]. As there are no direct changes in physical parameters of FEM when the model 

updating is performed under direct methods, the importance of the numerical model decrease, 

i.e., its ability for simulation decreases [34]. Despite the computational efficiency demonstrated 

in numerous studies [30], [35], [36] the use of the direct model updating method has decreased, 

and it has been replaced by indirect (iterative) methods [35]. Indirect (iterative) methods are 

referred to parameter identification or estimation [37]. According to this, FEMU methods are 

classified into the deterministic Maximum Likelihood Method (MLM) and stochastic Bayesian 

method. When the MLM [38] is used to perform FEMU each selected updating parameter 

returns to its expected values, these estimators are so-called point estimators. In stochastic 

Bayesian model updating [39], each selected updating parameter returns on the interval in 

which its value lies, or on the probability density function. Therefore, these estimators are also 

called interval estimators. Accuracy and the computational time required for FEMU of a 

complex structure have caused that the MLM is commonly used [39]. This method is based on 

transformation of the FEMU problem into an optimization problem with the aim of finding the 

selected updating parameter values that optimize the differences between the structural 

behaviour predicted by the numerical model and its actual behaviour. Most often, the 

differences between the structural behaviour predicted by numerical model and its actual 
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behaviour are described in form of residuals. Two types of them are used: frequency residuals 

(𝑟𝑡
𝑓
) and mode shape residual (𝑟𝑡

𝑚). They can be defined in different way, but most often it is 

defined as the absolute relative difference when the natural frequency is considered, while the 

mode shape residuals are defined using the different combination of the Modal Assurance 

Criterion (MAC). Such examples of the natural frequency and mode shape residual can be 

defined as follows: 

𝑟𝑡
𝑓(𝜽) = |∆𝑓𝑡| = |

𝑓𝑡
𝑛𝑢𝑚 − 𝑓𝑡

𝑒𝑥𝑝

𝑓𝑡
𝑒𝑥𝑝 | 

(1.1.) 

MAC (𝜙𝑡
𝑒𝑥𝑝

,𝜙𝑡
𝑛𝑢𝑚) =

|(𝜙𝑡
𝑛𝑢𝑚)𝑇𝜙𝑡

𝑒𝑥𝑝|
2

((𝜙𝑡
𝑛𝑢𝑚)𝑇(𝜙𝑡

𝑛𝑢𝑚)) ∙ ((𝜙𝑡
𝑒𝑥𝑝)

𝑇
(𝜙𝑡

𝑒𝑥𝑝))
 (1.2.) 

𝑟𝑡
𝑚(𝜽)=

√
  
  
  
  
  

(

 
 
(1 − √MAC (𝜙𝑡

𝑒𝑥𝑝
,𝜙𝑡

𝑛𝑢𝑚))

2

MAC (𝜙𝑡
𝑒𝑥𝑝

,𝜙𝑡
𝑛𝑢𝑚)

)

 
 

 (1.3.) 

In the Eq. (1.1.) t is a mode number, 𝑓𝑡
𝑛𝑢𝑚 is the tth numerically obtained natural frequency 

value, 𝑓𝑡
𝑒𝑥𝑝

 is the tth experimentally obtained natural frequency. In the equation (1.2.) the 𝜙𝑡
𝑛𝑢𝑚 

is the tth numerically obtained normalized mode shape vector and 𝜙𝑡
𝑒𝑥𝑝

 is the experimentally 

obtained one, while (𝜙𝑡
𝑛𝑢𝑚)𝑇 and (𝜙𝑡

𝑒𝑥𝑝)
𝑇
 are their transpose vectors. The influences of the 

previous residuals from the Eq. (1.1.) and the Eq. (1.3.) on the objective function (function that 

define the differences between the actual and predicted structural behaviour) can be defined via 

two approaches: (1) single objective (SO) (Eq. (1.4.)) and the multi- objective (MO) (Eq. (1.5.)). 

𝐹(𝜽) = ∑𝑤𝑡𝐹𝑡(𝜽)
2

𝑛

𝑡=1

= (∑𝑤𝑡
𝑓
𝑟𝑡
𝑓(𝜽)2

𝑛𝑓

𝑡=1

+ ∑𝑤𝑡
𝑚𝑟𝑡

𝑚(𝜽)2

𝑛𝑚

𝑡=1

) (1.4.) 

𝐹(𝜽) = (𝐹1(𝜽) 𝐹2(𝜽)) = (∑𝑟𝑡
𝑓(𝜽)2

𝑛𝑓

𝑡=1

∑𝑟𝑡
𝑚(𝜽)2

𝑛𝑚

𝑡=1

) (1.5.) 

In the SO approach (Eq. (1.4.)) the objective function is defined as a sum of the weighted 

residuals between the structural dynamic parameters obtained numerically and their counterpart 

obtained experimentally. The values of the proposed weighted factors which are assigned to 
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different residuals can be selected using some statistical criterion [40] or by using the trial and 

error method [41]. In order to successfully determine the value of the unknown design variables 

using the SO approach, it is important to properly define the weighted factors value. This 

requires the performing of sensitivity analysis as well as engineering judgment, while their sum 

must meet the condition ∑𝑤𝑡 = ∑(𝑤𝑡
𝑓
+ 𝑤𝑡

𝑚) = 1. The optimization of the SO function is 

most often performed using the nature-inspired computational algorithm due to their good 

performance when they are used to find a global solution of a nonlinear optimization problem 

[42]. Optimizing such defined function, the single solution, vector of the updated design 

variables is obtained. Despite the extensive use, this method presents the two main limitations 

related to the weighted factors: properly selection of the weighted factor values and the 

necessity of performing the sensitivity analysis to test the influence of different values of 

weighted factors to the results of SO optimization. Due to the fact that this approach cannot 

yield rational optimal design, it was overheled by MO (Eq. (1.5.)) optimization approach [43]. 

According to the MO the updating problem may be formulated as the combination of two sub-

problems: a bi-objective optimization sub-problem; and a decision-making sub-problem. The 

bi-objective function is usually defined in terms of the residuals between the experimental and 

numerical modal properties. With this approach different objective functions are used with 

respect to the different residuals, and it does not require determination or suggestion of the 

values of the weighted factors. The optimization of such defined function leads to a set of 

possible solutions, called the Pareto front, from which the best solution is selected based on the 

selected decision-making strategy [44]. This solution, among the different elements of the 

Pareto front, may be determined as the best-balanced solution (balance between the variations 

of the different residuals). It allows updating the numerical models to better reproduce the actual 

behaviour of the structure. The selection of the preferred solution among the Pareto optimal 

front is not straightforward and, as it is mentioned before, requires a decision making strategy 

which is not sometimes uniformly defined and depends on additional, qualitative experience 

driven and subjective requirements [45]. The most preferred solution of the MO optimization 

problem is selected as a knee point [46] of the Pareto optimal front. In addition to the selection 

of a knee point, there are several approaches that are used as a criterion and those include the 

minimum distance from equilibrium point [47], maximum band angle [48], maximum distance 

from boundary line [49] and fuzzy satisfying approach [50]. The graphical representation of 

some of them can be found on the following figure (Figure 1.2). 
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a) b) c) 

Figure 1.2. Graphical representation of the criterion a) maximum distance from equilibrium point; b) maximum 

band angle; c) maximum distance from boundary line for finding the optimal solution on the Pareto optimal 

front of optimization problem defined with the objective functions 𝑓1 and 𝑓2 (Legend: POS-Pareto optimal 

solution; EP-Equilibrium point; 𝑑𝐸𝑃- distance from equilibrium point; β- band angle; BL-boundary line; 𝑑𝐵𝐿- 

distance from boundary line) 

Regardless the method chosen for selecting the optimal solution, performing the FEMU 

optimization under the MO approximation has two main limitations: the high simulation time 

required to compute the Pareto optimal front; and the necessity of solving a subsequent 

decision-making problem (the selection of the best solution among the different elements of the 

Pareto front). Therefore, a discussion has been opened on the potential determination of the 

optimal solution without the need to determine the entire set of the Pareto optimal front. The 

currently proposed methods are based on the weighted sum [47]. Thus, Christodoulou et al. 

[51] investigated the relation between the MO optimization and weighted sum SO method. 

They proposed the optimally weighted method in order to select the most preferred model from 

Pareto optimal set. Kim and Weck [52] proposed an adaptive weighted sum method by 

changing the weights adaptively and specifying additional constraints. On the other hand, Ponsi 

et al. [45] proposed a method for direct estimation of the preferred solution without need to 

determine the whole Pareto front. It is based on solving the MO optimization problem 

formulated as a combination of different objectives solved through SO approach. In addition to 

the most commonly weighted sum methods, some other methods that are most often used to 

perform the transformation of the MO optimization into the SO optimizations are: min-max 

method [53], ideal point [54], weight square [55], virtual objective [56]. In addition to the 

previous, there are also the methods such as feasible direction, centre and interactive 

programming method [57]. To solve defined FEMU optimization problem under the MLM, 

different types of optimization algorithms have been proposed [39]. Same as it is for solving 

the SO approach, among different types of optimization algorithms, nature inspired 

computational algorithms have been widely used to solve this problem. Some of the most 

commonly used are genetic algorithm [58], particle swarm optimization [59], harmony search 

[60], simulated annealing [61], etc. Due to their good performance, these algorithms are still 

present and extensively used in practical engineering applications, but their main drawback is 
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high computational cost. In order to reduce the simulation time, three alternatives are currently 

considered to improve the efficiency and solve this problem (i) the parallelization of the 

problem [38] (ii) the hybridization of the algorithm - the advantages of local based gradient and 

global optimization algorithms are combined [59], and (iii) the collaborative combination of 

different optimization and machine learning tools [62]. 

Although very commonly used for structural applications, the MLM has several major 

drawbacks. In SO approach, these problems are related to the selection of weighting factors and 

the need to perform a sensitivity analysis to determine the impact of different values of the 

weighting factors on the optimization results. The main drawbacks of MO optimization are the 

time required to find a set of optimal solutions and the need to solve a subsequent decision-

making problem. On the other hand, the mathematical discipline of Game Theory (GT) has 

been very successfully applied in solving the optimization problems in various other fields of 

science and even in engineering practice to achieve the efficiency of optimization algorithms. 

Therefore, in order to solve the previous mentioned problem of the FEMU under the MLM and 

to improve their computational efficiency, the application of the GT discipline opens up. It has 

been research in this work and implemented in FEMU discipline. 

1.2. Objectives, scope, and hypotheses of the research 

Hypotheses of research: 

By applying the GT, the MLM FEMU of civil engineering structures (in particular bridges) can 

be solved more efficiently minimizing the computational cost without compromising the 

accuracy of the adjustment (differences between the experimental and numerical dynamic 

behaviour of the considered structure) and better agreement with the results of experimental 

tests can be achieved. 

Objectives of research: 

▪ Develop an algorithm based on MLM and GT considering three different approaches (non-

cooperative (NCGT), cooperative (CGT) and evolutionary (EGT)) for performing FEMU 

of bridge structures using the structural dynamic properties. 

▪ Improve the computational efficiency of FEMU of laboratory and real bridge structures in 

compared to conventional nature-inspired computational algorithms. 

▪ Achieve better agreement between the numerical model predictions and experimental test 

results. 
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1.3. Methodology and plan of research 

This study used several scientific methods that can be classified as quantitative methods. The 

mathematical methods, the modelling method, the analytical method is used to determine the 

method and procedure that can be used to solve the problems of the conventional method and 

the algorithms for performing the updating of the finite element model of the bridge structures. 

In the experimental part of the research, the experimental method, the observation method, and 

the measurement method were used to determine the structural dynamic properties of the 

bridge. Appropriate conclusions can be drawn from the quantitative analysis carried out and the 

analysis of the data obtained from the experimental part. 

The research was carried out in six stages, which is briefly described below: 

Stage 1: Overview of research conducted hitherto 

A review of foreign and domestic literature in the field of structural FEMU is presented. Within 

the review, emphasis is placed on the on scientific research that deal with the topic of FEMU 

of bridge structures and the model updating under the MLM. Of greatest interest are research 

that present experimental investigations of real structures, those in which FEMU is performed 

using the structural dynamic properties - natural frequencies and mode shapes. In addition, 

research on GT is discussed, especially those in which this mathematical discipline has been 

used to solve an optimization problem. 

Stage 2: Numerical analysis of the initial finite element model of the selected bridges 

For the selected bridges (laboratory and full-scale), all available documentations required for 

the development of the numerical model are collected. Based on the collected documentations, 

initial numerical models are developed in commercial software (Ansys). Its interface can be 

connected with the mathematical programming language interface (Matlab), which makes it 

easier to update the numerical models. After the development of the initial numerical models, 

numerical modal analysis is performed to determine the dynamic properties-natural frequencies 

and mode shapes. Also, a sensitivity analysis is performed to select the physical model 

parameters whose iterative changes of values are used to perform the model updating. 

Stage 3: Experimental investigation 

Experimental part of this research is carried out in several steps: 

▪ In the first step, an experimental investigation program of the structural dynamic properties 

is developed. The elements of the structure are defined, the characteristics of which, in 
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addition to the frequencies and mode shapes, are additionally experimentally examined. 

▪ In the second step, the test defined in the experimental investigation are carried out using 

the equipment adequate for measuring the dynamic parameters. The vibration 

measurements are carried out using the accelerometers placed on the suitable locations, 

analog-digital converter, and a personal computer. In order to determine the dynamic 

properties of elements and whole bridge structure an operational modal analysis is carried 

out. 

▪ In the third step, by analysing the data collected in the second step, the natural frequencies 

value of the real structure and their corresponding mode shapes are determined. 

Stage 4: Development and validation of the FEMU based on GT 

Given to the high computational cost of implementing the MLM in performing the FEMU for 

practical engineering applications, its performance is improved in this phase by re-formulating 

the optimization problem into the GT one. GT has been successfully applied in many scientific 

field (politics, sociology, biology, etc.) to solve various optimization problem. Based on the 

available information on successful applications, a GT has been adopted as computation tool to 

improve the updating process. For this purpose, the updating problem has been reformulated as 

a GT problem considering three different game models (i) non-cooperative, (ii) cooperative, 

and (iii) evolutionary. The performance of the proposal has been assessed when it is 

implemented for the model updating of the laboratory footbridge and real, pedestrian 

suspension bridge. In addition to comparing the results of SO and MO optimization problems 

obtained with different game models, they have also been compared with the results obtained 

using conventional optimization algorithms. 

Stage 5: FEMU of a real bridge 

To generalize the use of the proposed method for FEMU of complex civil engineering 

structures, the best one approach (SO/MO) and game model from the previous phase is 

implemented on the real bridge. First, using the results of the sensitivity analysis, both the 

updating parameters and the MO function (in terms of differences between the experimental 

and numerical dynamic properties) are defined. The updating of the numerical model is carried 

out via the iterative updating of selected updating parameters. The optimization problem is 

transformed into the GT problem. Finally, the performance of the selected game model is 

compared with the results obtained using conventional algorithms. 
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Stage 6: Conclusions and recommendations for future research 

After analysing the obtained results and applying different GT model, conclusions are drawn 

about its efficiency to improve the performance of the updating process under the MLM since 

it allows a direct estimation of the solution, do not require the performing the analysis to 

determine the effect of the different weights to the optimization results and reduce the 

simulation time without compromising the accuracy of the solution. Based on the knowledge 

obtained through all stages of the doctoral thesis, the hypothesis is confirmed or rejected. 

Finally, the thesis presents the recommendations and guidelines for future research. 

1.4. Organization of the thesis 

For a better understanding of the structure of the work, this subchapter provides a brief 

description of the topic covered in each chapter. 

▪ Chapter 2 introduces the main terms and fundamentals important for understanding the 

FEMU. The selection of the updating parameters and the most commonly used algorithms 

used to optimize defined objective functions under the MLM are discussed. 

▪ Chapter 3 contains a theoretical background of the GT discipline and possibilities of its 

application for solving optimisation problems. It also discusses the transformation of the 

optimisation problem into a GT problem. Three game models focusing on non-cooperative, 

cooperative and evolutionary model for solving the bi-objective optimisation problems and 

cooperative game model for solving the SO problems are described and discussed. 

Algorithm steps for each game model and each objective function are described. 

▪ Chapter 4 provides an overview of the application of the three game models to solving the 

FEMU problem of the laboratory bridge. This section provides the description of the 

following topics: (i) the initial numerical model of the laboratory footbridge; (ii) the 

dynamic tests addressed to identify experimentally the modal properties of the structure; 

(iii) the sensitivity analysis performed to select appropriately the updating parameters; (iv) 

the FEMU of the structure considering the two mentioned methods (the GT method 

considering the three different models and a conventional SO and MO optimization 

algorithm based on the Pareto front); and (v) the comparison of the results obtained using 

both methods. The obtained results are discussed at the end of chapter. 

▪ Chapter 5 presents the real structure application of the GT. For this purpose, the pedestrian 

suspension bridge is selected. It contains the description the structure, the development of 
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the high-fidelity numerical model, the description of the performed experimental 

investigations, and results of the FEMU using the conventional method and the GT. At the 

end of chapter, the obtained results are discussed. 

▪ Chapter 6 presents a conclusions and recommendations for future research regarding the 

improving the currently developed GT based model updating methodology and its 

application. 



2. FEMU USING CONVENTIONAL METHODS 

 

 

13 

 

 

 

 

 

Chapter 2. FEMU using the conventional methods 

The FEMU problem is generally defined as the difference between the structural behaviour 

predicted by the numerical model and the actual structural behaviour. Depending on the method 

used, whether iterative stochastic or deterministic, this problem is defined as an optimization 

or statistical problem. This section gives an overview of definition of FEMU problem using the 

iterative (deterministic) MLM. 

2.1. Main terms in FEMU procedure and their relationship 

The main terms and elements important for understanding the process of FEMU include the 

model, model class, measured data and model updating.  

Experimental datasets 𝑀̃ is a q-component vector that can compress one type of dataset 

(homogeneous) or multiple types of datasets (heterogeneous). This vector is based on the output 

quantities such as the natural frequency and mode shapes, while it can also be based on the 

strains and displacements. 

Considering the structural properties as input variables and the results of numerical analysis as 

the output variables, the model can be generally described as the input-output function between 

the updating design variables and output results. Input variables considering the structural 

model parameters θ, while the output response z is defined as the output (i.e., displacements, 

strains, natural frequency, mode shapes…) due to the any input vector x. To sum the previous, 

the output response can be generally defined by the equation that connects the input and the 

output variables in the following form: 

𝐳 = 𝐌(𝒙, 𝜽) (2.1.) 

where M is model operator which describes the input-output behaviour. In the FEMU procedure 

it is often working with the output results which are independent of vector x, and the previous 

relation can be expressed as: 
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𝐳 = 𝐌(𝜽) (2.2.) 

Model parameter vector θ represents a class of models ℳ𝑚 and ranges over a subset 𝑃𝑀. The 

model in the structural model class can be defined as: 

𝓜𝒎 = {𝓜𝒎(𝜽)|𝜽 ∈ 𝑃𝑀} (2.3.) 

Each of the associated model in model class maps the model parameter space 𝑃𝑀into the model 

output response space 𝑃𝑂. After defining the experimental data sets, model, model class, the 

model updating can be defined as a process of parameter estimation of specific model class. If 

considering the vector of model uncertainty (𝜺) and vector of measurement uncertainty (𝝁), the 

vector of measured data sets can be defined as follows: 

𝑴̃  = 𝑴( 𝜽) + 𝜺 + 𝝁 (2.4.) 

For optimal value of model parameters, 𝜽𝒐𝒑𝒕, the outputs of numerical model 𝑴(𝜽𝒐𝒑𝒕) 

represent a model 𝓜𝒎(𝜽𝒐𝒑𝒕) for the experimentally obtained data sets 𝑴̃. 

The next subchapter describes the process of the selection of the numerical model parameters 

θ which optimal values, 𝜽𝒐𝒑𝒕, lead to the numerical model, 𝑴(𝜽𝒐𝒑𝒕), that correspond to the 

actual structural behaviour 𝑴̃. 

2.2.Selection of the updating parameters and model class 

The selection of an appropriate set of parameters of the numerical model, whose values are 

updated during the model updating is a non-trivial procedure. The selected parameters of the 

numerical model should represent the unknown structural properties, but their number is also 

be limited to avoid ill-conditioned problems. 

Regardless of the method used to perform model parameterization, problems arise during 

updating that lead to non-unique solutions. Parameter estimation is constrained when the 

amount of measured data is insufficient. This leads to an underdetermined system of equations 

in deterministic methods or unidentified parameters in stochastic iterative methods [14][63]. 

Regularization is often used to update the deterministic finite element model, but 

parameterization is also preferred [64]. Regardless of the simplicity or complexity of finite 

element models, they often have many parameters, including the material properties and cross 

section of the element, the connection of model elements and boundary condition properties, 

and the model geometry, which can be selected as updating parameters. Model parameterization 



2. FEMU USING CONVENTIONAL METHODS 

 

 

15 

 

has a significant impact on reducing errors and simplifying the finite element models. 

According to Mottershead and Friswell [18] in order to meet the requirements for the accuracy 

and reliability of the numerical model and the performance of the model updating procedure, 

the parameterization procedure should meet the following criteria: 

▪ to overcome the ill-conditioned problems, a limited number of parameters should be 

selected for updating, 

▪ the uncertainties model should be corrected by model parameterization, 

▪ the outputs of the numerical model must be sensitive to selected updating parameters. 

Model parameterization that includes sensitivity analysis of the model, has the great advantage 

of providing sensitive parameters and suppressing the problem of inadequacy. This group of 

parameterization methods includes the subset selection method [65] and the parameter 

clustering method [66]. In the subset selection method, a reduced number of parameters of the 

finite element model are selected to be used as updating parameters. The parameters that do not 

affect the output results are excluded from the model updating process. Originally, this 

approach was used in regression analysis [67]. Since it is not practical or possible to test all 

possible subsets for a large number of parameters, heuristics are used [68]. In these approaches, 

parameters are selected by an orthogonalization process based on the similarity of their 

sensitivity vector corresponding to the columns of the sensitivity matrix. The orthogonalization 

process ensures that each parameter has a different effect on the residual reduction. In addition, 

there are methods based on the decomposition of the sensitivity matrix [69] and the method that 

uses global sensitivity analysis for subset selection in model updating [65]. The second 

sensitivity-based method, the clustering method [66], is based on grouping the parameters of a 

numerical model with similar sensitivity into a cluster, each of which changes with an updating 

parameter [70]. Selected updating parameters from the same cluster have the same effect on the 

model updating process. To link similar sensitivities, the unweighted pair group method 

(UPGMA) is used along with the arithmetic mean [71]. This method allows grouping 

parameters into binary clusters and then all uncertain parameters are normalized to specific 

values based on their physical values. To obtain an updated model for further analysis, the 

updated parameters are multiplied by their initial value. In addition to the previously described 

parameterization methods based on sensitivity analysis, some other iterative methods are also 

used for parameterization, such as Bayesian [72] and particle swarm parameterization [73]. 

Despite the proposed techniques, the selection of updating parameters depends mainly on the 
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understanding of structural principles, good engineering judgment, and test objectives [14] [74]. 

In order to obtain a physically accurate model, avoid convergence difficulties and ill-

conditioned problems, the number of updating parameters must be limited and correspond to 

the test objective. Ultimately, it should provide an updated analytical model that represents a 

real structure and its actual behavior [23] [75]. 

In addition to properly defining parametrization and selection of the updating parameters, 

properly performing the selection of the class of the structural model is also important for the 

successful and efficient updating procedure. The class of numerical model represents a set of 

probable input-output models of the modelled system with respect to the various 

parameterizations of the structure [76]. To perform the model class selection different methods 

can be used such as the sensitivity-based method [77], the Bayesian approach [78], and the 

Particle Swarm Optimization [73]. Most often, the model class selection is performed using the 

Bayesian approach due to the fact that it gives a quantitative expression that can be used to set 

those simpler models to be preferred over unnecessarily complicated [72]. According to this 

method, the model class with the highest probability is selected for further use. It often happens 

that a complex model class is better than one that has less adjustable uncertain parameters, 

which is a problem. If the selected model class, which is considered optimal in each class, 

minimizes the rate of fitting error between the output data and the corresponding predictions, 

the choice of model will tend to those that have more efficient free parameters. Therefore, in 

choosing the optimal model class, it is very important to penalize the complicated model, which 

is a great challenge [78]. This topic is very important in order to select the numerical model 

which best describes the actual structure without compromising the computational efficiency 

of the model updating process and the accuracy of the adjustment [79]. This procedure is very 

important in model updating and the closely related procedure of selecting a model class that 

most accurately describes the actual behavior of the structure without compromising the 

complexity of the model, the computational efficiency of the improvement method, and 

ultimately the results of the model updating.  

2.3. Definition of FEMU problem 

The FEMU problem is generally defined as the difference between the structural behavior 

predicted by the numerical model and the actual structural behavior. Depending on the method 

used, whether iterative stochastic or deterministic, this problem is defined as a statistical or an 

optimization problem. This section gives an overview of the definition of FEMU problem using 
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the iterative deterministic method. 

2.3.1. Iterative deterministic MLM 

In practical engineering applications, FEMU is performed using the MLM, which transforms 

the model updating problem into an optimization problem. As part of the transformation, an 

objective function is defined in terms of residuals between different types of numerically 

predicted and experimentally obtained data sets [42]. These data sets include the structural 

dynamic properties [80]–[87], static data sets [88]–[91] or their combination [17], [92]–[95]. 

The most often the structural dynamic properties - natural frequencies and mode shapes are 

used. These data sets are the best indicators of the actual behaviour of the structure. When there 

are changes to the structure, this leads to a change in the structural stiffness (structural 

flexibility). Changes in structural flexibility led to changes in the structural dynamic properties. 

These changes are not large and emphasize. Therefore, it is very important to achieve high 

accuracy when performing experimental investigation of the structure. In addition to the natural 

frequencies and mode shapes, the formulation of the objective using the frequency response 

function (FRF) in FEMU is also very popular [82], [96]–[102] and offers some advantages in 

the application. These advantages are related to the fact that the FRF can adequately reproduce 

the dynamic properties. Moreover, by using the FRF, the FEMU avoids the error caused by 

modal fitting and does not require any fitting between the predicted and measured mode shapes 

[82]. Other widely used forms of the objective function are the modal flexibility residuals (MF) 

[84], [85], [103]–[105]. Comparing the influence of different possible residuals (frequency, 

mode shapes, and modal flexibility and their combination), the authors [84] conclude that the 

objective function that considers all three residuals shows the best performance in model 

updating. In addition to the previously mentioned dynamic properties and their derivatives, the 

objective function can also be defined using the modal strain energy (MSE) [86], [87], [106]–

[108]. Measured acceleration is most commonly used for damage detection and estimation of 

remaining capacity in combination with some of the FEMU methods for structures subjected to 

traffic-induced vibrations [109]–[111]. In addition to the use of structural dynamic properties, 

which are more suitable for complex structures, displacements and strains obtained from in-situ 

static tests have also been successfully used for FEMU [88]–[91]. These types of data sets may 

be combined with the structural dynamic properties to perform model updating [7], [17], [21], 

[92], [95], [112]–[116]. 

To account for the relative contributions and uncertainties associated with an experimental 
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estimate of a dynamic or static structural parameter to the objective function, the residuals are 

weighted in SO approach, Eq. (1.4). The weighting of the residuals is very important to obtain 

more accurate FEMU-a results. When the natural frequencies are taken into account, their 

values can be determined experimentally very easily and with high accuracy. Therefore, 

weighting factors with a high value are assigned to them. On the other hand, compared to the 

natural frequencies, the mode shapes are less sensitive to changes in structural stiffness and 

have about 10 times greater influence due to noise [36]. In order to achieve a possible 

correlation between the experimentally and numerically obtained data sets, the weighting 

factors of the mode shapes must be analyzed to obtain their optimal values [117]. Since the 

optimal value of the weighting factors is not known in advance, they can be obtained by the 

trial-and-error method [115] or by statistical criteria [118]. Usually, it is assumed that the 

optimal value is between 0 and 1 [119]. The use of these values ensures the best correlation 

between experimentally and numerically determined mode shapes. In another work, it was 

assumed that the optimal value of the weighting factors is different [21]. In damage detection 

based on FEMU, it is also difficult to define an objective function and choose appropriate 

weighting factors for mode shapes or natural frequencies when structural dynamic parameters 

are involved, since it is not known which of them are important for a particular damage 

detection problem [120]. On the other hand, MO approach, Eq. (1.5.), uses different objective 

functions with respect to the different residuals [121]. The general aim of this approach is to 

find the optimal solution in the Pareto optimal front [122]. To determine the best solution, a 

reasonable criterion must be defined. In a FEMU problem defined with two sub-objective 

functions (bi-criterion problems), an additional constraint is applied in most cases, mainly based 

on the decision-making strategy [123]. This approach tries to find good compromises or "trade-

offs" between conflicting objective functions in an optimal manner. Moreover, the most 

commonly used criteria consider the edge knee point [46]. This criterion is based on finding a 

solution where a small improvement in one objective would lead to a large deterioration in at 

least one other objective [46]. 

To compare the effectiveness of SO and MO functions, authors usually perform FEMU using 

both approaches. To overcome the disadvantage of the computational cost and the unique 

dependence between the updated model and the objective function considered, Jiménez-Alonso 

et al. [124] performed a study on a laboratory model of footbridge using both a SO and a MO 

function. Based on the research performed, they concluded that the MO approach is the best 

option for the FEMU. It allows a large search space, reduces the computational time, and 
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provides a better balance of the influence of two sets of considered natural frequencies and 

mode shapes residuals. Naranjo-Pérez et al. [125] validated the performance of the new hybrid 

algorithm by comparing it with three different computational intelligence algorithms performed 

for the same real structure as in [124]. The comparison was based on the speed of convergence 

and accuracy of matching, using both SO and MO functions. They also concluded that the MO 

approach is better than the SO approach. Jin et al. [126] performed the comparison between the 

SO and MO approaches and concluded that all the updated models of the SO objective approach 

are behind the optimal Pareto front (far from the origin). On the other hand, it is also found that 

the weighting factors should balance the sub-objective functions, but in some cases deviate 

from this expectation. In addition, the updated parameters of the MO approach appeared to 

contain physical significance with fewer objective function values, while the SO approach 

resulted in about 50% of the updated parameters being close to constraints. 

2.4. Nature inspired computational optimization algorithm 

Iterative FEMU techniques are based on the use of changes in the physical structural parameters 

to perform the model updating and produce the models that are physically realistic [12]. As 

mentioned earlier, these methods are based on solving an optimization problem for which 

computational optimization algorithms are usually used to find the global optimum. In this 

chapter, the Genetic algorithm (GA), Particle Swarm Optimization (PSO), Simulated Annealing 

(SA), Harmony search (HS), and some hybrid local-global optimization algorithms are 

discussed in detail. For more information and application of the other algorithms and methods, 

the readers are referred to the following [9].  

2.4.1. Genetic algorithm 

Genetic algorithm represents a stochastic global searching technique based on the global 

evolution process and Darwin natural selection [129] that was first presented and simulated for 

FEMU application by Levin and Lieven [130]. It operates to find a solution of an optimization 

problem for population of possible solutions. In most of the optimization problems, GA works 

with the initial population size. This population covers a good representation of the updating 

solution space, and its size should depend on the nature of the optimization problem. The nature 

of the optimization problem is determined by a set of structural model parameters, which may 

be updating parameters. From the initial population through the crossover, mutation and 

selection phases a better generation are iteratively formed. Through phase of crossover, new 
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individuals are generated by combining the random parent chromosomes. Mutation phase is 

used as an auxiliary method that creates new individuals to avoid the information that is lost in 

selection and crossover phases. In the crossover phase, the parts of the parent chromosomes are 

selected and inverted. In this way, new information is introduced into the population [39], 

diversity of population is maintained, and the local search ability of GAs is improved [131]. To 

grow a new population from each generation, selection is performed using the fitness-based 

method. The population that is fitter has a higher probability of being selected. Selection can 

be done by ranking the fitness of each solution and selecting the best solution or by ranking a 

randomly selected sample of the population (computational efficiency) using methods such as 

uniformly order selection [39], stochastic tournament selection [131] or roulette wheel selection 

[132]. The previous phases are repeated until the stopping criteria is reached (Figure 2.1). 

Commonly used stopping criteria include the maximum number of generations/iteration [133]–

[136], the minimum fitness value [137] [138] or any combination of these criteria. 

Most early studies focus on using the GA in performing model updating searching for the 

properties of structural materials [20], investigating the effect of temperature on the modal 

frequency [5], to help in understanding the current state of structural restauration [139], etc. Ye 

and Chen [5] performed the FEMU of the TV tower based on GA to investigate the effects of 

the different effects of temperature on the modal frequency under two situations. In the first 

case, they proposed that temperature only affects the elastic modulus, while in the other case, 

they proposed that it only affects the geometric stiffness of structures. The first situation was 

considered more important because of the significant frequency change. In the second case, the 

frequency change was very small, and it was suggested to be ignored. Genetic Algorithm can 

be very useful for structural identification of the historical buildings and SHM performed on it. 

Bianconi et al. [20] performed the FEMU of the bell tower using the GA for the automatic 

calibration of the elastic parameters to reduce modelling error following the model assurance 

criterion. In addition to automated FEMU, the authors also performed manually calibration. 

Comparing the results obtained using both FEMU methods, it was concluded that with the GA 

the numerical model was much improved, but the frequencies had a higher deviation. The 

obtained results of comparison authors connected with the possible influence of soil structure 

interaction. To obtain an accurate and robust numerical model of the Baptistery of San Giovanni 

in Firenze, Lacanna et al. [26] performed FEMU based on GA using ambient vibration test data. 

Jiménez-Alonso and Sáez [139] used GA to performed the FEMU and help understand the 

actual state of structural conservation of the reinforced concrete truss bridge to select the 
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appropriate retrofitting technique. Costa et al. [140] calibrated a numerical model of stone 

masonry arch railway bridge with GA by using dynamic modal parameters estimated from an 

ambient vibration test. Sabamehr et al. [141] used GA to identify system properties and find 

correlations between the structural frequencies and changes in the sectional properties of the 

bridge segment. Pachón et al. [142] used GA to adjust the numerical model of the E. Torroja’s 

bridge to the experimental results with a reduced number of sensors. Hernández-Díaz et al. 

[143] used GA to obtain the numerical acceleration at the mid span of the footbridge under 

different pedestrian flows. Gentilini et al. [144] proposed a procedure based on dynamic testing, 

added masses and genetic algorithm (GA) to identify the tensile force, the modulus of elasticity 

of the material and the rotational stiffness of restrains for structural characterization of the tie 

rods. 

 

Figure 2.1. Flowchart of Genetic Algorithm method 

Yang et al. [145] use GA, to solve the optimization problem of surrogate-based FEMU of a 

three-story structure using the frequency response function. Kim et al. [115] employed a FEMU 

method based on static and dynamic data sets to improve the identification of structural 

updating parameters. They used GA to identify the updating parameters for the conventional 

FEMU method and verified the effectiveness of the proposed FEMU method on a simply 

supported plate girder prestressed bridge deck. Sun et al. [146] used a genetic algorithm to 

evaluate the Pareto-optimal solution of the updating parameters to perform fuzzy FEMU to 
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accurately evaluate the mechanical state of an in-service cable-stayed bridge. Oh et al. [147] 

proposed a dynamic displacement based FEMU using a motion capture system to find 

parameters that minimize the difference between the updated model and the direct 

measurement. To minimize the combined error functions with the same number of modes 

simultaneously, non-dominated sorting genetic algorithm-II was used. Cui et al. [148] proposed 

a FEMU method of structural multi-scale monitoring model based on MO optimization using 

the non-dominated sorting genetic algorithm- II (NSGA-II) to obtain the optimal parameter 

values of the large shell structure of Zhuhai Opera House. Wang et al. [149] used a non-

dominated sorting GA to perform a multi scale model updating of the transmission tower 

structure using the measured dynamic response as well as the static displacement and strain 

response. Luong et al. [150] used a GA, to update the steel truss structures using vibration-

based data and identified axial forces in all members. Sun and Xu [94] used a non-dominated 

sorting GA, to perform the FEMU of a long-span aqueduct structure based on the MO 

optimization. Tran-Ngoc et al. [133] performed the FEMU of the bridge using GA and particle 

swarm optimization (PSO), analyzed and evaluated the effects of different joint assumptions 

on large-scale truss bridge. The comparison of the results obtained with both FEMU methods 

showed that the PSO algorithm provides a better result and reduces the computation time. In 

addition, the authors confirmed that the dynamic analysis results are extremely sensitive to the 

assumptions for the joints. To perform a preliminary evaluation of the bridge structure in terms 

of its mechanical resistance and stability after an earthquake damage, Mosquera et al. [151] 

used GA, to perform a high fidelity finite element modal updating. In addition, GA is also used 

to update the finite element model for damage detection. Srinivas et al. [108] identified and 

quantified damage on beam and plane truss structures by implementing a multi stage approach 

based on modal strain ratio change using GA. To minimize the differences between the 

analytical and experimental modal properties of a concrete-filled steel tubular arch bridge, Zhou 

et al. [92] used three artificial intelligence algorithms to calibrate uncertain parameters. These 

three algorithms were the simple genetic algorithm (SGA), the simulated annealing algorithm 

(SAA), and the genetic annealing hybrid algorithm (GAHA). The results of this study showed 

that the use of GAHA gave the best performance. In addition, the arch bridge could be 

efficiently calibrated using a combination of SGA and SAA. Park et al. [152] used GA, to solve 

the optimization problem of the proposed damage detection method based on FEMU. The 

proposed method is based on the modal participation ratio (MPR), which is defined as an 

indicator of the extent of modal contribution. This ratio was used to define the objective 
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function as the differences between the MPR extracted from the sensors and the MPR estimated 

from the numerical model. Jeenkour et al. [153] proposed encoding by locations (ELD) and 

damage factor using GA to determine the location and extent of damage on the beam element 

where the location and damage extent were used as a decision variable in GA. Wang et al. [107] 

proposed a multilayer genetic algorithm for damage detection of truss structures to solve this 

problem. In the proposed method, the damage detection is divided into several groups for 

optimization purposes. Comparing the proposed method with GA, the advantages of the 

proposed method such as computational efficiency, less possibility of local optima, a small size 

of search for each group can be highlighted. In general, when updating the finite element model, 

the most important thing is to find a computationally efficient algorithm that can solve the 

proven FEMU optimization problem. For complex structures (cable-stayed bridges, suspension 

bridges and other complex structures), model updating with GA is very difficult to perform in 

terms of computation time and obtaining accurate results. For this reason, there are many studies 

where the genetic algorithm has been combined with another method to reduce the computation 

time and provide the required accuracy of the numerical model. Erdogan et al. [113] used GA, 

to solve the inverse fuzzy model updating problem of the benchmark test structure using static 

and dynamic data sets under different loads and conditions. Jin et al. [126] [48] used GA to 

solve the SO problem and NSGA-II to solve the MO problem of FEMU of highway bridge 

structures using modal properties. Yu et al. [154] used GA, to perform the FEMU of the cable 

stayed bridge response surface model using SHM data. In addition, there are examples of 

research reporting the use of a genetic algorithm for optimal sensor placement for structural 

identification and damage detection. Soman et al. [155] proposed the implementation of GA to 

improve the coverage of sensor networks for damage detection using guided waves. The first 

step of the proposed method was to determine the minimum number of sensors based on the 

quality of the signal processing algorithm. The second step involved determining the optimal 

sensor placement by improving the implementation of GA. Hou et al. [156] used GA to define 

the optimal sensor placement for determining the modal parameters used for L1-regulated 

damage detection of cantilever beams and three-story frame structures. Nasr et al. [138] 

proposed a method for optimal sensor placement by combining GA with the Ensemble Kalman 

filter for structural system identification and damage detection. 

The FEMU under the GA optimization shows that this method is widely used and frequently 

applied in solving such problems as model updating, damage detection, and optimal sensor 

placement. This is mainly due to its ease of use and integration in the computational software, 
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Matlab, most commonly used for model updating and solving optimization problems. On the 

other hand, the main problem is the computational effort required to solve the optimization 

problem. Several studies have compared the computational efficiency of GA with that of other 

optimization algorithms in solving SO and MO optimization problems, and it was found that it 

takes the most computational time. 

2.4.2. Particle swarm optimization 

Particle swarm optimization was introduced by Kennedy and Eberhart [157], inspired by the 

social behaviour and movement dynamics of animals and insects. It represents an efficient 

global optimization method for continuous variable problems that can be easily implemented 

with very few parameters. It is successfully applied in various types of optimization problems 

and in solving the FEMU optimization problem. The basic term in this method is the particle 

that stores the best position data it has ever visited, and the particle that was closest to the target 

in the whole particle swarm (global PSO-gbest) or only in its neighborhood (local PSO-lbest), 

determined by its position and velocity. Based on the information the particle gathers, it decides 

on the speed of movement to the new position. Position, 𝑋𝜅
𝑛, is the solution reached by the 𝜅 -

th particle out of a total of swarm particles in the n-th iteration. Position is defined by 

coordinates in s-dimensional space, where s represents the number of variables, 𝑥𝜅𝜄
𝑛 , that make 

up the solution 𝑋𝜅
𝑛 = {𝑥𝜅1

𝑛 , 𝑥𝜅2
𝑛 , … , 𝑥𝜅𝑠

𝑛 }, 𝜅 = 1,2, … , 𝑝. The velocity of the particles is 

represented by the ratio of the position changes. A graphical representation of the PSO 

optimization algorithm can be seen in Figure 2.2, where the main steps can be summarized as 

follows: 

▪ definition of the number of particles, initialization of the algorithm constants (position and 

velocity), 

▪ definition of an objective function as the difference between the current position and the 

target position, 

▪ recording and updating the best particle position and the best position ever reached by the 

swarm members, 

▪ updating the velocity of the particle swarm according to the equation: 𝑥𝜅𝜄
𝑛+1 = 𝑥𝜅𝜄

𝑛 + 𝑣𝜅𝜄
𝑛+1, 

where 𝑣𝜅𝜄
𝑛+1 is the velocity, 𝑥𝜅𝜄

𝑛+1 is the position in the iteration n+1, and 𝑥𝜅𝜄
𝑛  is the position 

in the iteration n. The velocity is calculated with the next equation: 

𝑣𝜅𝜄
𝑛+1 = 𝑤𝑣𝜅𝜄

𝑛 + 𝐶1𝑟𝑎𝑛𝑑1(𝑃𝑏𝑒𝑠𝑡 𝜅𝜄 − 𝑥𝜅𝜄
𝑛 ) + 𝐶2𝑟𝑎𝑛𝑑2(𝐺𝑏𝑒𝑠𝑡𝜄 − 𝑥𝜅𝜄

𝑛 ) (2.5.) 
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In the previous equation, 𝐶1 and 𝐶2 represent learning factors. These factors are positive 

weighting coefficients used to balance the influence of individual and social experiences. The 

𝑟𝑎𝑛𝑑1 and 𝑟𝑎𝑛𝑑2 are random numbers between zero and one, while 𝑃 𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡 are the 

best positions achieved by the 𝜅th agent closest to the target since the beginning of the process, 

▪ update the position of each particle based on social behaviour to match the environment by 

constantly returning to the most promising identified region, 

▪ repeat steps the previous steps until the termination criteria is met. 

 

Figure 2.2. Flowchart of Particle swarm optimization 

Tran-Ngoc [133] used particle swarm optimization (PSO) to update the model of Nam O Bridge 

using vibration-based SHM to build a reliable model for health condition assessment and 

operational safety management of the bridge. They mainly focused on the stiffness conditions 
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of typical joints of truss structures and concluded that adopting semi-rigid joints (using 

rotational springs) can most accurately represent the dynamic behaviour of the truss bridge.  

Many studies that deal with the application of the PSO algorithm in FEMU show that it can be 

used for both simple and complex damage detection models. Gökdaǧ and Yildiz [158] proposed 

a dynamic parameters based model updating for damage detection of a Timoshenko beam using 

a particle swarm optimization algorithm. Marwala et al. [159] used PSO to perform model 

updating damage detection of simply supported beam and H-shaped structures. The damage 

detection performed and the comparison with GA and Simulated Annealing (SA) showed that 

PSO has better performance. In addition, the combination of Nelder-Mead's simplex method 

(NM) and PSO has been shown to be very effective in damage detection, using PSO for global 

optimization and NM for local optimization. Jiménez-Alonso et al. [124] compared three 

optimization algorithms Harmony search, genetic algorithm and PSO by performing model 

updating of a laboratory steel footbridge. From the comparison, it was found that the accuracy 

of PSO and HS algorithm is similar and greater than that of GA. Mohan et al. [160] presented 

a robust finite element damage detection method using FRF as input response in the objective 

function and evaluated for beam and plane frame structures. Seyedpoor [161] proposed a two-

stage method using modal strain energy and PSO to correctly detect structural multiple damage. 

In the first stage, the modal strain energy was calculated based on the modal analysis obtained 

from finite element modelling. Based on the data obtained in the first stage, the extent of 

damage was determined in the second stage using the PSO algorithm. The success of the method 

was investigated on a cantilever beam and a planar truss. Nanda et al. [162] used the particle 

swarm optimization algorithm to identify damage in a frame structure by varying the flexibility 

and modal data. Zhang et al. [163] proposed a FEMU method for damage detection based on 

multivariable wavelet FEM method and PSO optimization. In the first step of the proposed 

method, the multivariable wavelet FEM (MWFEM) method was used to model the structure 

with the crack. In the second step, the values of the natural frequencies were obtained, which 

were combined using the PSO to determine the location and size of the crack. Gerist and Maheri 

[164] introduced a two-stage structural damage detection using PSO optimization. In the first 

stage, preliminary identification of structural damage is performed using sparse recovery. The 

results obtained in the first stage are improved to the exact location and extent in the second 

stage using the micro-search (MS) embedded in the PSO search. The effectiveness of the 

proposed method has been tested on several different types of the model. Nouri Shirazi et al. 

[165] proposed an adaptive multi-stage particle swarm optimization (MPSO) method to detect 
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damage based on changes in natural frequencies. In the proposed method, the PSO deals with 

real values of damage variables. Perera et al. [166] proposed a method to solve the MO finite 

element model for damage detection on frame-like structures when modelling errors. First, the 

formulation of the objective function was developed using the modal parameters sensitive to 

modelling errors. Then, multi objective PSO (MOPSO) was applied to a multi-objective 

framework. 

Apart from using PSO for model updating, finding optimal values of unknown parameters and 

damage detection, other possibilities of the PSO algorithm have also been researched. Cancelli 

et al. [167] proposed a new approach to extract and analyze the vibration characteristics of the 

structure in order to obtain the condition assessment of the bridge girder. As part of the proposed 

approach, FEMU was performed using particle swarm optimization to fit the extracted reduce 

order stiffness matrix and modal properties. The proposed approach was found to be very 

effective in locating and quantifying damage along the beam with very high accuracy. Mthembu 

et al. [73] proposed the application of particle swarm optimization to the problem of selecting 

optimal FEM. An optimal model is the one that has the smallest number of updated parameters 

and the smallest deviation of the parameter variables from the mean material properties. To 

overcome the problem of local optimization and premature convergence of traditional learning 

algorithms, Chatterjee et al. [168] proposed a particle swarm optimization based approach for 

training Neural Network (NN-PSO). In this method, PSO was used to select the optimal weights 

for the neural network classifier. The proposed method was evaluated on a multi-story RC 

building and was found to be very effective in predicting structural failure. 

Previous studies which have dealt with PSO-based FEMU showed that it is a very efficient 

method for solving the FEMU optimization problem. Moreover, it does not require any 

knowledge of the function, or its derivatives and it can explore multiple possible solutions in 

parallel manner in the same sequence. Since it is a global method, its performance does not 

depend on the initial population solutions. Notwithstanding the foregoing, these methods also 

have their drawbacks. The first is related to the solution obtained, i.e., there is no guarantee that 

it is more optimal than the other solution, nor is there convergence to the overall optimal value. 

The second one is related to the definition of the parameters, because all other algorithms 

require the definition of parameters that ultimately affect the final performance.
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2.4.3. Simulated annealing 

Simulated annealing is an optimization method proposed by Kirkpatrick et al. [61]. It is a 

probabilistic algorithm used to approximate the global optimum of a function by searching for 

the global extrema of a constrained function around a certain configuration range. The basic 

concept of this approach comes from annealing in metallurgy. The metal is slowly heated and 

cooled under controlled conditions until the desired properties are achieved. The process of 

controlled slow cooling is called annealing. Through a cooling process that promotes diffusion, 

the metal progresses toward a state of thermal equilibrium, reaching a state of minimum energy. 

Rapid cooling keeps the metal in a metastable state and prevents the metal's phase transition. 

Metropolis et al. [169] described how to simulate a group of molecules in thermal equilibrium 

at a constant temperature Tc. In a simulation, a randomly selected molecule is randomly shifted, 

after which the energy change ΔE [J] of the entire group is calculated. The most important result 

is the Metropolis acceptance criterion, which defines the probability of acceptance of a 

simulated energy change, Pr as it follows: 

𝑃𝑟{∆𝐸} = {
1, ∆𝐸 ≤ 0

𝑒−∆𝐸/𝐾𝐵𝑇𝑐 , ∆𝐸 ≥ 0
 (2.6.) 

According to the above Eq (2.6.) if the energy gain is negative the total energy of the system is 

accepted. On the other hand, if the change increases the total energy of the system, then it is 

accepted with the probability𝑒−∆𝐸/𝐾𝐵𝑇, where 𝐾𝐵 is the Boltzmann constant. If the simulation 

is performed for a sufficient number of random motions, the final arrangement of the molecules 

is close to that in thermal equilibrium or steady state. This is the global minimum temperature 

Tmin [K]. The formal proof of convergence model describes simulation as a homogeneous 

Markov chain whose steady state is shown to correspond thermal equilibrium. Theoretically, 

convergence is achieved only for an infinite number of simulations. The three assumptions 

under which thermal equilibrium is achieved according to the Metropolis algorithm are (1) 

Reversibility (symmetry) - the probability of choosing the next state is the same as the 

probability of returning from the next state to the current state; (2) Ergodicity - the random 

displacements of the molecules are such that the molecules can reach any position in their 

configuration space; (3) Convergence to the canonical distribution - the probabilities in the 

acceptance criterion are such that the ensemble weights on average in the Boltzmann (Gibbs) 

distribution. The simulated cooling process is performed using the Metropolis algorithm which 

is performed through following steps: (1) Melt a system optimized to a high temperature; (2) 



2. FEMU USING CONVENTIONAL METHODS 

 

 

29 

 

At very high temperatures, all energy states are almost equally probable; (3) Slowly lower the 

temperature until the system freezes and there are no more changes; (4) At each temperature, 

the Metropolis simulation must be run until the system reaches a steady state at that temperature. 

The process of the simulated annealing optimization algorithm is shown on Figure 2.3. 

 

Figure 2.3. Flowchart of Simulated annealing optimization algorithm 

Levin and Lieven [170] performed a comparison of two powerful optimizations genetic 

algorithms and simulated annealing to perform the model updating in the frequency domain. 

Based on the performed comparison they found that the SA is better than conventional GA and 

that the accuracy of model updating is dependent on the appropriate selection of the updating 

parameters. Marwala [171] performed the comparison of computational efficiency of Simulated 

Annealing, genetic algorithms and Response Surface method on an H-shaped structure. The 

comparison shows that the response surface method is 2.5 times faster than the genetic 

algorithm and 24 times faster than simulated annealing. Zhou et al. [92] presented ambient 

vibration measurements to develop a baseline model for a newly constructed arch bridge by 
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performing the updating of numerical model using three algorithms: the simple genetic 

algorithm (GA), the simulated annealing algorithm (SAA) and genetic annealing hybrid 

algorithm (GAHA). The SAA converged on an infeasible design because it began from a 

random point and then worked its way toward the minimum, meaning that a local minimum is 

more likely to be reached. Kourehli [172] proposed a damage detection method based on the 

simulated annealing using three different objective functions based on static and dynamic 

measurements, which is verified on a four-story steel frame (IASC-ASCE benchmark 

structure). 

Some of the other authors work on improving the computation efficiency of the FEMU process 

under simulated annealing. Zimmerman and Lynch [173] increased the computational 

efficiency of SA, by dividing the annealing into a series of steps, each of which is executed on 

each computer node. The efficiency of the algorithm was tested on three-story structures, and 

it was found that the larger number of sensors in the network resulted in efficiency gains. There 

are studies in which simulated annealing is used in combination with stochastic Bayesian model 

updating. Thus, Lam et al. [174] used the simulated annealing to propose a Bayesian FEMU 

damage detection based on structural dynamic properties. Huang et al. [175] use simulated 

annealing to obtain maximum a posteriori values of posterior probability density function of 

design variables for characterizing damage and quantifying uncertainty. Green [176] proposed 

in his work a new Markov Chain Monte Carlo algorithm, "Data Annealing". It is based on the 

input of the likelihood of training data, so that its effects on the posterior are introduced 

gradually. Moreover, the proposed approach reduces the computational effort and the 

probability that local search will get stuck in local traps. Chiu and Lie [19] developed an 

algorithm based on simulated annealing to cope with the problem of finding the optimal sensor 

placement under the minimum cost limitation. 

Based on the literature review conducted on the use of Simulated Annealing to perform model 

updating and closely related processes such as damage detection and optimal sensor placement, 

it can be highlighted that this method has not received as much attention as other computational 

optimization algorithms such as GA and PSO. This is mostly due to the SA requirements of a 

large number of annealing cycles and a slow convergence speed. These problems question the 

limitations of the applicability of SA to complex types of structures. However, it can be seen in 

the literature that authors make efforts to solve this problem and combine the advantages of SA 

to develop some hybrid optimization algorithms by taking advantage of SA, such as its strength 

in solving combinational problems and good performance in hill climbing for the optimal 
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solution. 

2.4.4. Harmony search  

Harmony search [177] is an optimization algorithm proposed by Geem et al. [60], primarily 

intended to imitate a simplified model of improvisation where there are no chords or modes, 

only notes or tones. Each tone represents a value of a design variable, and each musician 

represents a design variable. The vector for optimizing a particular objective function forms the 

entire harmony. Given the notes that the musician has already played, he chooses a new note to 

change the harmony. These changes can also be made by pitch or by playing an adjacent tone. 

The harmony search algorithm consists of three steps. In the first step, a random population of 

possible solutions is created, which is stored in the Harmonic Memory Matrix. In the second 

step, an objective function is evaluated for each of the possible solutions. In the third step, a 

new harmony is created at each iteration, the maximum number of which is determined by the 

maximum improvisation (MI) parameter. The evaluation of the objective function for each new 

harmony is performed in the fourth step. By comparing the original and the new harmonies, the 

harmony memory matrix is updated in the fifth step. Until the convergence criteria are met, 

steps 3-5 are repeated. For the third step and the development of a new harmony, three 

mechanisms can be used. These include random selection, memory selection, and pitch 

adjustment [178]. Each design variable of the new vector can be determined from previous 

values stored in the harmony memory matrix or from a new random value. The probability of 

selecting the previous element of the harmony memory matrix is determined by the Harmony 

Memory Consideration Rate, HMCR. When the value is taken from the previous value, it 

changes according to the pitch adjustment rate, PAR, considering a predefined range of possible 

values. The complete process of harmony search is shown in the Figure 2.4. This optimization 

process is characteristic of SO optimization, while in MO optimization, both the harmony 

memory consideration and the pitch adjustment rate are used in each iteration to define a new 

value for the design variables. To rank the solutions of MO optimization, non-dominant sorting 

[179] and crowding distance [180] are used. 
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Figure 2.4. Flowchart of Harmony search optimization algorithm 

As for the application of the Harmony search algorithm in solving the FEMU optimization 

problem and the related global problem, there are few studies [125], [181]–[184] in which it is 

used for this purpose. Most of the papers [125], [182], [183] focus on combining harmony 

search with other algorithms to improve the computational efficiency. When compared to the 

conventionally used optimization algorithms (GA, PSO) [124] as standalone algorithms, it can 
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be seen that HS is the most efficient among them when comparing the computational cost and 

accuracy of the adjustment. This subsection has served only as an introduction for mathematical 

background and description of steps of the harmony search algorithm, while its application and 

examples of studies will be more discussed in the following section.  

2.4.5. Hybrid local-global optimization algorithm 

As can be seen from the previous subsections dealing with the implementation of model 

updating and closely related processes such as damage detection, the use of the discussed 

algorithms as stand-alone algorithms is very computationally intensive. Moreover, the search 

for solutions can often get stuck in local traps. To solve the above problems, many studies and 

researches have proposed hybrid local-global algorithms that can successfully solve this 

problem by combining the advantages and disadvantages of the standalone algorithms. 

As for the Genetic algorithm, their hybridization in order to perform model updating more 

efficiently, Jung and Kim [41] proposed a hybrid genetic algorithm (HGA) by combining GA 

with Nelder-Mead's modified simplex method to improve the FE model of the bridge structure. 

Using a Kriging model, Qin et al. [134] proposed a hybrid algorithm to perform the FEMU of 

complex bridge structures. To increase the chance of finding the global minima and finding the 

minimum that best describes the system Shabbir and Omenzetter [137] used a combination of 

GA and sequential niche technique which was tested to perform FEMU of simple laboratory 

structures and a full-scale pedestrian bridge. 

To deal with the damage detection, Boonlong [185] proposed a cooperative coevolutionary 

genetic algorithm (CCGA) capable for solving an optimization problem with a large number of 

decision variables, as an optimizer for damage detection on beam element. In the proposed 

method, each population contains several types of subpopulations. Using the populations, the 

proposed method explores the search space with a smaller number of generated solutions. As 

in the classical genetic algorithm, each species is independently involved. Cha and Buyukozturk 

[120] proposed a damage detection approach using a MO hybrid genetic algorithm based on 

MSE to determine the exact location and extent of damage on 3D steel structures. Shallan et al. 

[186] used Hybrid GA in combination with sequential quadratic programming, interior point, 

and active set to minimize the objective function, and performed the localization and 

quantification of damage of beam and simple frames using static datasets from a limited number 

of sensors. Raich et al [135] presented the FRF-based damage detection method using the 

implicit redundant representation (IRR) GA, which identifies both the location and severity of 
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the damage using the limited amount of measurement information. The effectiveness of the 

proposed method was demonstrated on cantilever beam, two-span continuous beam, and frame 

structure. The application of the optimization-based approaches for damage detection is slow 

to converge and requires a large amount of computation. 

The Particle swarm optimization algorithm is also successfully used to propose hybrid local-

global optimization algorithms to solve, most often, FEMU and damage detection method. As 

a combination of GA and sequential niche technique, Shabbir and Omenzetter [187] also 

proposed a method that combine sequential niche technique with PSO. In this way, the authors 

made a possible systematic search for multiple minima and their confidence in finding the 

global minima was increased. In order to solve the damage detection problem, Luo and Yu 

[188] proposed a sparse regularization method based on particle swarm optimization to detect 

structural damage. The proposed method consisted of two steps. In the first step, the FEM is 

updated based on the sensitivity analysis while the damage location is determined by the PSO. 

In the second step, the possible damage location and PSO are used to determine the extent of 

damage in subsequent iterations. Numerical simulations on a cantilever beam show the 

robustness and applicability of the proposed method. Vakil-Baghmisheh et al. [189] used a 

hybrid particle swarm Nelder Mead algorithm to perform damage detection in a cantilever beam 

by minimizing the objective function based on the differences in natural frequencies. Saada et 

al. [190] proposed a modified particle swarm optimization algorithm for damage detection in 

beam structures to facilitate the performance of FEMU in accordance with experimentally 

determined natural frequencies. The main idea of the modified method was to identify multiple 

optima by running the algorithm a predetermined number of times, each time identifying an 

optimal location. Jena and Parhi [191] modified the PSO technique with the strategy of 

squeezing the physical domain of the search space to perform an inverse analysis of damage 

identification based on natural frequency. Kang et al. [192] improved a PSO by combining it 

with the artificial immune system and developed a new immunity-based particle swarm 

optimization (IEPSO) algorithm for model updating damage detection. Compared with the 

classical PSO algorithm and various evolutionary algorithms, the proposed method showed 

better performance in determining the location and extent of damage of simply supported beams 

and truss structures. Kaveh et al. [183] proposed a mixed particle swarm ray optimization 

combined with harmony search for model updating damage detection of a five-story frame 

space truss 3D structures. To solve the damage prediction problem for structures with irregular 

shape, Alkayem et al. [136] combined PSO and the sine-cosine optimization (SCO) algorithm 
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and developed a new hybrid optimization algorithm. Using the social interaction between PSO 

and SCO, the highly nonlinear and multimodal optimization problem of FEMU - based damage 

detection was overcome. The reliability of the developed approach was tested on irregularly 

shaped 3D modular structures and proved to be very efficient. Li and Chen [193] proposed a 

PSO-t-IRS to study time-varying reliability-based design optimization problems, which are also 

associated with high computational cost and difficulty in modelling. This method combines the 

PSO and the enhanced instantaneous response surface (t-IRS). Enhanced instantaneous 

response surface was used to construct the extended surrogate model for the instantaneous 

response, while the PSO was integrated with the extended surrogate model and used to find the 

optimal solution for the time-varying reliability-based design optimization. The effectiveness 

of the proposed approach was demonstrated in several examples, including a simply supported 

beam, a two-bar frame, a six-bar indeterminate truss structure, and a 23-bar truss structure. 

The other nature inspired computation algorithms advantages are also used to propose and 

develop some better, more computational effective hybrid local-global optimization algorithms. 

Thus, He and Hwang [194] combined Genetic algorithm and Simulated annealing in order to 

propose a new hybrid algorithm for finding actual damage. The results of the validation of the 

proposed hybrid method showed its efficiency when the measured data are free of error. When 

the measured data has an error that is acceptable, the proposed method provides less accurate 

but still acceptable and reasonable results. In order to increase the quality of the solution and 

the speed of convergence, Rong and Shun [195] proposed a new algorithm that combines the 

advantages of genetic and the simulated annealing algorithm. The efficiency was tested on a 

helical spring optimization design case and system identification problem described by auto 

regressive and moving average exogenous model. Astroza et al. [196] combine simulated 

annealing with the unscented Kalman filter in their work to reduce the computational cost. The 

results show that the proposed combination saves significant computational time without 

affecting the estimation performance. 

To reduce the high computational time for model updating of complex structures under the 

harmony search optimization algorithm, Naranjo-Pérez et al. [125] proposed a novel hybrid 

Unscented Kalman Filter- Harmony Search (UKF-HS). The performance of the proposed 

algorithm was tested on the benchmark footbridge under the context of SO and MO 

optimization and compared with three computational optimization algorithms. In another work, 

Naranjo-Pérez et al. [182] combine MO harmony search, active set algorithms, artificial neural 

network and principal component analysis to solve the problem of high computational time and 
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uncertainties associated with selecting the best updated model among all Pareto-optimal 

solutions. Kaveh et al. [183] proposed a new optimization algorithm for damage detection that 

combines mixed particle swarm ray optimization with harmony search. Miguel et al. [184] 

proposed a new vibration based method that combines a time-domain modal identification 

technique with the evolutionary harmony search algorithm. The proposed method was verified 

on a numerical example and three cantilever beams with different damage scenarios and noise 

levels. The results show that the proposed method can be efficiently used for structural damage 

detection and remaining life prediction. 
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Chapter 3. GT for FEMU optimization 

Game Theory is a mathematical discipline that deals with the decision under conflicting or 

partially conflicting conditions, when the interdependence of the actions of two or more 

participants determines all individuals’ outcomes [197]. This theory is used to solve different 

types of the optimization problems in sociology, politics, economics, biology, philosophy, 

engineering, etc. Originally, it referred to zero-sum games with two games in which one 

subject’s loss equals the other subject’s gain. Using the GT, Morgenstern and Neuman [198] 

modelled the interactions that occur in economics. Comparing the economy and game, in both 

discipline, there are some rules, such as what is/is not allowed, the handling of information 

(which is/is not available), and choice that can be made. Most important, decision always 

depend on the outcome and what our teammate will do. The general idea is to create the 

mathematical formulation of a described phenomenon in a simplified version. Following those 

concepts of a Morgenstern and Neuman there are several attempts to describe other phenomena 

and interactions in biology, sociology, politics, and other scientific fields in a similar way. 

These phenomena are also defined as optimization problems, or rather, many algorithms 

inspired by the mentioned phenomena are used to solve the different types of optimization 

problems. Based on the various studies and successful application of GT in solving optimization 

problems, the potential of its application in solving the FEMU optimization problems opens. 

3.1. Main terms in GT 

Using the GT, some nature phenomena are modelled as a game. Each of these terms have some 

rules, what is or is not allowed. There is information that may or may not be available, decision 

that are made, and the most important, these decisions have an outcome that depends on the 

decision of the other players. The main terms of game are players, strategies, utility, available 

information, and equilibrium (Table 3-1.). The optimal solution of a game is the optimal 

strategy, i.e., action that maximizes the player’s utility, considering that there are other players. 
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Table 3-1. Main terms in GT [199]. 

Game element Description 

Game Any set of circumstance whose outcome depends on the actions of two or more decision 

makers (players). 

Order pair (𝐴, 𝑢) where 𝐴 note a set of strategic profiles, while 𝑢 denote the utility function 

Players A strategic decision-maker within the context of game. 

A set 𝑀 = {1,… ,𝑚}, 𝑖 𝜖 𝑀 is called a set of players. 

Strategy A complete plan of action a player will take given the set of circumstances that might arise 

within the game 

𝑎 = 𝑎1 × … × 𝑎𝑚 

Utility The utility u player m receives from arriving at a particular outcome (can be in any 

quantifiable form) for strategy a in state s  

𝑢𝑖(𝑎) = 𝑄𝑖
∗(𝑠, 𝑎) 

Information set The information is available at a given point in the game 

Equilibrium The point in a game at which the players made their decision and result has been reached 

The main idea of solving the optimization problem using the GT is to transform the optimization 

problem into the GT taking into account the objective functions as players, design variables of 

objective functions as their strategy, the objective function values for different set of design 

variable as utilities [200]. 

Table 3-2. Relation between the main terms in GT and the optimization problems 

Game element Minimization problem 

Game Optimization problem 

Players Objective function residuals 

Strategy Set of design variables 

Utility Objective function values for different design variable set 

For solving the optimization problem of several different game models, non-cooperative 

(NCGT), cooperative (CGT) and evolutionary game (EGT) models are used. As the name 

implies, the NCGT model [201], is a game model in which players do not cooperate, while in 

the CGT model [202] there are players who cooperate during the game. In addition to the NCGT 

and CGT models, which propose a fixed behaviour of players during the game, i.e., they 

cooperate or not there is also EGT model. This game model assumes that players change their 

behaviour during the game as the game evolute, i.e., they decided whether they cooperate or 

not [203]. If the MO optimization is considered, compared to conventional optimization 

methods that obtains solutions by merging MO functions, GT optimization methods obtain 

solutions by partitioning design variables. Each game player is assigned selected design 
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variables that can show the correlations between each optimization goal and corresponding 

design variable. In this way, a high-dimensional optimization problem is transformed into the 

several low-dimensional problems, reducing problem complexity.  

3.2. GT for SO optimization 

The transformation of the classical SO optimization problem into the GT problem is performed 

by defining the objective function as a weighted function [204]. Components of the weighted 

function are obtained by minimization, maximization, and normalization of defined objective 

function residuals. The whole process consists of five steps (Figure 3.1) which can be 

summarized as a previous mentioned three steps extended with the formulation of the weighted 

objective function and its optimization. 

 

Figure 3.1. Detailed flowchart of the GT approach for solving the SO optimization problem based on the CGT 

model 

▪ The first step of the method is based on the minimization of defined SO function, i.e., its 

residuals, using the nature inspired computational optimization algorithm. The HS 

optimization algorithm has been considered in this research due to its computational 

efficiency. In this way, the optimal values of the residuals are determined as 𝑓𝑖(𝜽𝑖
∗). 

▪ In the second step the maximization of defined objective function residuals is performed 
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using the HS algorithm. In this way the worst values of objective function residuals,  𝑓𝑖(𝜽𝑖
∗∗), 

are determined. 

▪ Based on the results obtained in the previous two steps, in the third step normalization of 

each defined objective function residuals is performed following the Eq. (3.1.) 

𝑓
𝑛𝑖
(𝜽) =

𝑓𝑖(𝜽) − 𝑓𝑖(𝜽𝑖
∗)

𝑓𝑖(𝜽𝑖
∗∗) − 𝑓𝑖(𝜽𝑖

∗)
 (3.1.) 

▪ The normalized objective function residuals are used for formulation of the weighted 

objective function using the following equation: 

𝐹𝑤(𝜽) = 𝐾1𝑓𝑛1(𝜽) + 𝐾2𝑓𝑛2(𝜽) (3.2.) 

where 𝐾1 and 𝐾2 represent the weighted factors of residuals for which the following applies: 

𝐾2 = 1 − 𝐾1 with 0 ≤ 𝐾𝑖 ≤ 1 and ∑ 𝐾𝑖 = 12
i=1  (3.3.) 

In order to ensure that the normalized objective function residuals from the Eq. (3.1.) is as far 

away as possible from its worst possible value, the new criterion, so called the super criterion 

is introduced. 

𝐹𝑠𝑐(𝜽) = ∏[1 − 𝑓𝑛𝑖(𝜽)]

2

i=1

 (3.4.) 

Based on the defined super criterion from the previous equation (Eq.(3.4.)), the new objective 

function, 𝐹𝐶𝐺𝑇(𝜱), is defined as follows: 

𝐹𝐶𝐺𝑇(𝜱) = 𝐹𝑤(𝜽) − 𝐹𝑆𝐶(𝜽), 

𝜱 = [𝜃1   𝜃2   …  𝜃𝑛   𝐾1   K2 ]
𝑇 

𝜱𝒍 ≤ 𝜱 ≤ 𝜱𝒖 

(3.5.) 

where, 𝜱 is the vector of new design variables while 𝜱𝒍 and 𝜱𝒖 are respectively the lower and 

upper bounds of the search domain of these design variables. 

▪ In the last step, the minimization of the new defined function 𝐹𝐶𝐺𝑇(𝜱) is performed, which 

leads to the Φ that best optimize the general optimization problem. 

3.3. GT for MO optimization 

To solve the limitations of the MO formulation: the high simulation time to compute the Pareto 

optimal front and necessity of solving a subsequent decision-making problem, the updating 

problem can be re-formulated as several utility function. For this purpose, three different game 
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models: NCGT, CGT and EGT have been considered. The following subsections describe the 

process of re-formulating the MO approach into a GT and gives a description of each of the 

three mentioned game models. 

3.3.1. General problem 

The GT method is based on the transformation of the classical MO optimization problem into 

the GT problem by defining the objective function as a several utility function. The general MO 

optimization problem of m objective functions and n design variables can be written as follows: 

Find the design variables 𝜽 = [𝜃1 𝜃2 … 𝜃𝑛] which minimizes the objective function 

𝐹(𝜽) = [𝑓1(𝜽) … 𝑓𝑚(𝜽)] subjected to constraint 𝜃𝑙  ≤  𝜃𝛾  ≤  𝜃𝑢 (𝛾 = 1,… , 𝑛); ℎ𝑑(𝜽) =

0 (𝑑 = 1,… , 𝑝 ) and 𝑔𝑒(𝜽) = 0 (𝑒 = 1,… , 𝑞) where 𝜃𝛾 represent design variable, 𝜃𝑙 and 𝜃𝑢 

lower and upper bound, n is a total number of design variables, p is number of the equality 

constraint’s non-upper limit and non-low limit and q is number of the inequality constraint’s 

non-upper limit and non-low limit. 

If the given classical MO optimization problem is transformed into the GT problem, the m 

design goals are the m game players. Design variable 𝜃 can be divided into the game strategy 

𝑆1, 𝑆2, … , 𝑆𝑚. The values of the objective functions for a particular set of design variables are 

the corresponding utility in the game. Constraints in the MO optimization problem are 

constraints in a game. Mathematically, the MO optimization problem, as a GT problem can be 

written as follow: 

Game is presented as a 𝐺 = {𝑆1, … , 𝑆𝑚;  𝑑𝑔1, … , 𝑑𝑔𝑚} where 𝑆1, … , 𝑆𝑚 are a strategy set and 

𝑑𝑔1, … , 𝑑𝑔𝑚 are m design goals. The following applies to the strategic set 𝑆1  ⋃… ⋃𝑆𝑚 = 𝜽 

and 𝑆𝒖 ⋂ 𝑆𝒗 = 0 (𝑢, 𝑣 = 1, … ,𝑚; 𝑢 ≠ 𝑣) 

To perform the transformation of the MO optimization problem into the GT problem it is 

important to perform the division of the design variable set 𝜽 into each player strategy space 

(𝑆1, … , 𝑆𝑚). This can be done using different methods: (i) fuzzy clustering [205], (ii) spatial 

game method [206], (iii) sorting partition method under the threshold limit [207], (iv) k-means 

cluster method [208]. Herein the determination of the game player’s strategy space is performed 

using the sorting partition method due to its ease implementation and good performance when 

it has been implemented to solve structural optimization problems [208]. 

The general flowchart to solve a multi-objective optimization problem according to the GT 
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method considering the three mentioned game models (NCGT, CGT and EGT) is shown in 

Figure 3.2. The step by step procedure for each mentioned game model is described in detail 

in: section 3.3.3 for NCGT model; section 3.3.4 for CGT model; and section 3.3.5 for EGT 

model. 

 

Figure 3.2. General flowchart of the GT method to solve the MO optimization problem considering the three 

mentioned game models: NCGT, CGT, and EGT. 

3.3.2. Determination of the game player’s strategy space 

Before starting the definition of the objective function considering the GT method, it is 

important to perform the division of the selected design variables 𝜽 into the strategy space 
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(𝑆1, … , 𝑆𝑚) of each game player 𝑖 (𝑖 = 1,2, … ,𝑚). Herein this is performed via the sorting 

partition method [206] which sort the item based on the utility, U(i, a), of item a for player i 

according to the following steps: 

▪ Optimize m SO, and then obtain the optimal solution 𝑓1(𝜃1
∗), 𝑓2(𝜃2

∗),… , 𝑓𝑚(𝜃𝑚
∗ ), where 

𝜃𝑖
∗ = {𝜃1𝑖

∗ , 𝜃2𝑖
∗ , … , 𝜃𝑛𝑖

∗ }(𝑖 = 1,2, … ,𝑚) 

▪ Every 𝜃𝑗  is divided into V fragments with a step length ∆𝜃𝑗 in its feasible space. The effect 

of 𝜃𝑗  on the objective 𝑓𝑖 is computed as follows: 

Θ(𝑗, 𝑖) =
∑ |𝑓𝑖(𝜃1𝑖

∗ , … , 𝜃(𝑗−1)𝑖
∗ , 𝜃𝑗(𝑣), 𝜃(𝑗+1)𝑖

∗ , … , 𝜃𝑛𝑖
∗ )|𝑉

𝑣=1

V ∙ ∆𝜃𝑗
 − 

𝑓𝑖(𝜃1𝑖
∗ , … , 𝜃(𝑗−1)𝑖

∗ , 𝜃𝑗(𝑣 − 1), 𝜃(𝑗+1)𝑖
∗ , … , 𝜃𝑛𝑖

∗ )

V ∙ ∆𝜃𝑗
 

(3.6.) 

The normalization gives an impact index ∆(𝑗, 𝑖) defined as follows: 

∆(𝑗, 𝑖) =
Θ(𝑗, 𝑖)

∑ Θ(𝑙, 𝑖)𝑛
𝑙=1

(𝑗 = 1,2, … , 𝑛; 𝑖 = 1,2, … ,𝑚 ) (3.7.) 

▪ 𝑑(𝑗, 𝑖) is defined as the space distance of 𝜃𝑗  to 𝑓𝑖 as follows: 

𝑑(𝑗, 𝑖) =

1

∆(𝑗,𝑖)

∑
1

∆(𝑗,ℎ)
𝑚
ℎ=1

(𝑗 = 1,2, … , 𝑛; 𝑖 = 1,2, … ,𝑚 )  (3.8.) 

𝑀𝑜(𝑗) is defined as the moment of 𝜃𝑗  to all objective functions. It represents the comprehensive 

degree of influence of 𝜃𝑗  to all objective functions as follows: 

𝑀𝑜(𝑗) =
1

∑
1

∆(𝑗,ℎ)
𝑚
ℎ=1

(𝑗 = 1,2, … , 𝑛 )  (3.9.) 

The component 𝜆  is defined as the threshold of moment as follows: 

𝜆 =
∑ 𝑀𝑜(𝑗)𝑛

𝑗=1

2
  (3.10.) 

The determination of the game player’s strategy space, i.e. sorting of all the design variables to 

each objective function, is achieved based on the descending order of d (j, i). If different design 

variables have the same space distance to the same objective function, the sorting of the design 

variables is performed according to the impact index following the rule: the higher ranking is 

assigned to the objective function that has the greater impact index. The selection of the design 

variable is performed until the accumulative moment is greater or equal than the moment 

threshold, 𝜆. The following rules must be considered for the assignment of the design variables 

to each game player’s strategy space: 
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▪ the design variable  𝜃𝑗(𝑗 = 1,2, … , 𝑛) is assigned to the strategy space of the player for 

whom it has the highest rank, 

▪ the design variable  𝜃𝑗(𝑗 = 1,2, … , 𝑛) is assigned to the strategy space based on the highest 

impact index ∆(𝑗, 𝑖) if it has the same highest ranking among different game players. 

The following sub-sections describe in detail the three mentioned game models (NCGT, CGT 

and EGT). Thus, a literature review has been included for each model. 

3.3.3. NCGT model 

In the non-cooperative game theory model (NCGT), players’ benefits are based on their NC 

behaviour. Therefore, the solution of the game can be found via the application of either the 

Nash or the Stackelberg equilibrium [209]. The main difference between these two criteria is 

the players’ position: all players share the same position according to the first criterion; and 

there is a leader according to the second criterion. Thus, each player makes his decision 

independently of the other players according to the Nash equilibrium. While, according to the 

Stackelberg equilibrium the players make their decision based on the leader’s decision. 

Using NCGT model Özyildirim and Alemdar [201] have performed optimization of the non-

renewable resources model based on the Nash equilibrium optimization method. Bezoui et al. 

[210] proposed a new method for solving bi-objective optimization problem which transforms 

a MO linear optimization problem into a GT problem that can be solved using the Nash 

equilibrium methods. Based on a gene expression programming (GEP) and Nash Equilibrium, 

Xiao et al. [211] have proposed a new approach for MO multidisciplinary design optimization 

(MDO) problems in non-cooperative environments. Chatterjee and Khas [212] in their study 

have shown that Nash equilibrium of finite n-person NCGT model is equivalent to an optimal 

solution of the optimization model with zero optimal value. Spallino and Rizo [205] proposed 

a NCGT method based on evolutionary strategy in order to solve the MO optimization problem 

of composite laminated structures. In their method, each game players are an equal body and 

eventually found a Nash equilibrium point through negotiation function. Compared to the 

evolution strategy and SO optimization, authors showed the efficiency of the proposed method. 

Using three different game model, Holmerg et al. [213] have developed a GT approach robust 

to uncertain loading and exemplified the design of both 2D and 3D structures. The authors 

showed that the nature of the proposed NCGT, between the structure and the external loads, is 

such that convergence is difficult to obtain. This is due to the fact that an element may be very 
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important for some loads but completely unnecessary for others. This typically leads to 

oscillations in the design variable values. Merging genetic algorithms and Nash strategy, Sim 

and Kim [214] introduced the Nash genetic algorithm in order to find a Nash equilibrium 

through a genetic process in which agent populations can evolve into evolutionarily stable 

strategies (ESS) through the Darwinian selection process. 

Regardless of the successful implementation of the NC game model in solving optimization 

problems, a Nash equilibrium is usually a local optimal profile. If it is not unique, it is not 

sufficient to ensure a global optimum solution [215]. In order to ensure a global optimal 

solution, some more powerful algorithms need to be developed such as the use of GT 

metaheuristic [216] and a better determination of the strategy space [217]. 

The transformation of the FEMU optimization problem into NCGT model is based on the 

optimization of the utility function formulated as it follows: 

𝑢𝑖 =
𝑓𝑖

𝑓𝑖̅
𝑖 = (1,2,…𝑚)  (3.11.) 

where fi is defined objective function (residuals), while 𝑓𝑖̅ is its reference value, which can 

eliminate differences in magnitude for each objective function. The initial design value is most 

often chosen to be 𝑓𝑖̅. Based on the SO optimization of each game player utility function the 

best solution (best strategy) is obtained. For the proposed game model, after determination of 

the strategy space and generation of the initial feasible strategy, the SO optimization of utility 

function (Eq.(3.11)) is performed in strategy space of ith game player fixing the supplementary 

set according to the player’s utility. After that, the permutation of the defined strategies is 

performed, and its feasibility is assessed according to all constraints. If feasibility is dissatisfied, 

the new initial feasibility is formulated, otherwise, the convergence criterion is checked. If the 

convergence criterion (Eq.(3.12.)) is satisfied, the game is over, otherwise, the SO optimization 

is repeated until all conditions are met. 

√∑ (𝑓𝑖
𝑔
− 𝑓𝑖

𝑔−1
)
2

𝑚
𝑖=1 ≤ 𝜉 = 0,001  (3.12.) 

The complete flowchart to solve the FEMU problem considering the NCGT model is shown in 

(Figure 3.3). 
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Figure 3.3. General flowchart of the GT method to solve the multi-objective optimization problem based on the 

NCGT model 

3.3.4. CGT model 

In the cooperative game theory model (CGT), players cooperate and abide by a binding 

agreement. Therefore, players’ benefits are based on their cooperation. In this game model, 

there are three types of agreements: competitive; coalition; and selfless agreement [218]. The 

main characteristics of the mentioned game model are: self-interest for competitive game; 

mutuality for coalition game model, and collectivistic for selfless agreement [207]. The CGT 

model is used more frequently than the NCGT model. Dhingra and Rao [219] combined the 

CGT model and fuzzy set theory to develop a new MO optimization method to deal with the 

design of high-speed mechanisms. Xie et al. [217] proposed a four-step GT - based method for 

MO optimization based on the idea that design objectives are used as players and that design 

variables are decomposed into a set of strategies of all players. By introducing the induced game 

and transforming the bi - objective optimization problem into the two-player game problem 

Monfared et al. [220] ensure the finding the Pareto optimal equilibrium (POE) point more 

precisely. The authors showed that there is at least one POE point for the class of linear bi-

objective optimization problems and that the objective space of MO optimization problem is 
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exactly the payoff space. Rao [221] presented a method for solving the MO optimization 

problem using the CGT model and concepts for generating the Pareto optimal solution. Vincent 

[222] studied the role of GT in the process of engineering design and multi-criteria 

optimization. Cheng and Li [43] used a CGT model to find the compromise solution among 

conflicting objective and combining this game model with the genetic algorithm to propose a 

new MO optimization algorithm. 

The transformation of the FEMU optimization problem with the complete process of 

calculation is shown in Figure 3.4. 

 

Figure 3.4. General flowchart of the GT method to solve the multi-objective optimization problem based on the 

CGT model  

It is based on the optimization of the utility function formulated as follows: 

𝑢𝑖 = 𝑤𝑖𝑖

𝑓𝑖

𝑓𝑖̅
+ ∑ 𝑤𝑖𝑗

𝑓𝑗

𝑓𝑗̅

𝑚

𝑗=1(𝑗≠𝑖)

𝑖 = (1,2, …𝑚) (3.13.) 

where ∑ 𝑤𝑖𝑗 = 1𝑚
𝑗=1  are weighted factors. The value of 𝑤𝑖𝑗 refers to the degree of the 

cooperation. The greater this value is, the degree of cooperation is lower. It is worth noting that 

the 𝑤𝑖𝑖 and 𝑤𝑖𝑗 are self-interest and altruistic factors, respectively. Their choice in the collusive 

CGT should follow two general principles: principles of equilibrium (the self-interest factor is 
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the sum of all altruistic factors) and the principle of consistency (all game players select the 

same altruistic factor during the construction of the utility function). Based on the single-

objective optimization of each player’s utility function, the best strategy is obtained. 

3.3.5. EGT model 

In the evolutionary game theory model (EGT), the players’ behaviour evolve as a game evolves 

, i.e., the players change their behaviour during the game [203]. Thus, they cooperate or not 

according to the outcome (results) of the game. This game model consists of two main 

components: evolutionary stable strategy [223] and replicator dynamic [224]. 

On the one hand, in evolutionary stable strategy, a population composition is observed that is 

resistant to the emergence of individuals pursuing a strategy unrelated to the strategy pursued 

by other individuals in the population (the so-called mutants). For mutants within a population, 

it is very important that the efficiency they achieve by following their strategy is lower than the 

efficiency achieved by the rest of the population. On the other hand, replicator dynamics is 

concerned with the question of whether an equilibrium is reached in a population that is out of 

equilibrium and, if so, which strategies lead to this equilibrium. 

Xie et al. [225] proposed a three steps optimization method based on the EGT model. The first 

step consists of defining the players using the design objectives and determination of design 

variables. In addition, using the fuzzy clustering design variables are divided in strategy space. 

The second step is reserved for selection of the player’s behaviour using the evolution rules 

according to which the players change their behaviour as a game evolute. In his/her strategy 

space, each player takes his/her utility function as a SO and introduces this formulation of 

function in optimization obtaining the best strategy upon other players. In this round, all 

players’ strategies confirm the group strategy. Based on convergence criterion and through the 

multi round game the final equilibrium is obtained. Meng et al. [207] proposed a novel 

computationally efficient method to form the solution strategy space of game players called 

sorting partition method under threshold limit. The proposed method is presented with the game 

profit functions constructed according to both non-cooperative and cooperative behaviour. The 

proposed method enables the EGT method to converge potentially faster. In addition, it was 

shown that the complexity of the problem can be reduced by transforming the original high-

dimensional optimization problem into three low-dimensional optimization problems. Jin et al. 

[226] used an EGT model in order to transform the optimization problem into the game strategic 

problem using adaptable dynamic game evolution process intelligently obtains the optimized 
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strategy. They proposed a large frequency offset estimation precision using the MO 

optimization theory and evolutionary game optimization. Greiner et al. [227] give a review of 

the evolutionary algorithms and metaheuristic techniques based on GT covering NCGT (Nash 

equilibrium and Stackelberg game) and CGT (Pareto optimality). Meng et al. [202] compared 

the three mentioned game models (NCGT, CGT and EGT). For the optimum design of four bar 

joist rack structures, m design objectives were considered as m game players, while the design 

variables were divided into the players’ strategy space using fuzzy clustering. Based on the 

three mentioned GT models, authors concluded that the EGT model is the best model in terms 

of computational efficiency and accuracy. Both CGT and NCGT models have limitations. 

Regarding CGT model, its efficiency is limited, and domain decomposition does not 

significantly help improve efficiency, as the objective functions of all the domains are related. 

Regarding the NCGT model, the optimal solution in its own domain may be inconsistent with 

the global optimal solution. This is due to the fact that each optimization algorithm aims to 

obtain the optimal in its own domain without considering the other domains. 

Two characteristics of a player’s behaviour alternate when the EGT model is used to solve the 

FEMU problem. These characteristics depend on the value of the individual player's utility 

function and whether the player’s benefits is computed according to either a NCGT Eq (3.11.), 

or CGT model, Eq (3.13.). 

In the EGT (Figure 3.5), game starts as either a NCGT (Figure 3.3) or a CGT (Figure 3.4), 

determining each player’s game strategy and establishing the utility function according to the 

equation Eq. (3.13.). The first round of the game is characterized by the cooperative behaviour. 

In the gth game round, if the value of the objective function is higher than those one of the initial 

design, (𝑓𝑖
(𝑔−1)

> 𝑓𝑖̅), then game player selects the NCGT model, Eq. (3.11.), while otherwise 

the player chooses the CGT model, Eq. (3.13.). According to both selected behaviour 

(CGT/NCGT models) and the corresponding utility function, ui, the single objective 

optimization in strategy space, Si, which belongs to the player i is performed. The optimal 

values obtained are combined and their feasibility is tested. If it is dissatisfied then each player’s 

strategy space is randomly generated, while otherwise the convergence criterion, Eq (3.12.), is 

checked. If it is reached, the game is over, while otherwise, the single-objective optimization is 

performed again. The complete flowchart to solve the FEMU problem considering the EGT 

model is shown in Figure 3.5. 
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Figure 3.5. General flowchart of the GT method to solve the multi-objective optimization problem based on the 

EGT model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Start 

Sorting partition method 

𝑆𝑖  

𝑖 = 1,2,… , 𝑚 

Establishing utility function 

according to Eq. (3.11.) and 

Eq. (3.13.) 

Generate initial feasible 

strategy 

 𝑠(0) =  𝑠1
(0)

, 𝑠2
(0)

,… , 𝑠𝑚
(0)

  

1st round-Cooperative behavior 

𝑢𝑖 = 𝑤𝑖𝑖

𝑓𝑖

𝑓𝑖̅
+ ∑ 𝑤𝑖𝑗

𝑓𝑗

𝑓𝐽̅

𝑚

𝑗=1(𝑗≠𝑖)

 

gth round 

𝑓𝑖
𝑔
≤ 𝑓𝑖̅ → 𝑢𝑖 = 𝑤𝑖𝑖

𝑓𝑖

𝑓𝑖̅
+ ∑ 𝑤𝑖𝑗

𝑓𝑗

𝑓𝐽̅

𝑚

𝑗=1(𝑗≠𝑖)

 

 

𝑓𝑖
𝑔

> 𝑓𝑖̅ → 𝑢𝑖 =
𝑓𝑖

𝑓𝑖̅
 

Single objective 

optimization design in 

strategy space 𝑆𝑖  

Strategy permutation 

𝑠(1) = 𝑠1
∗ ∪  𝑠2

∗ …∪ 𝑠𝑚
∗  

End 

 

Yes 

Convergence 
No 



4. LABORATORY APPLICATION 

 

 

51 

 

 

 

 

 

Chapter 4. Laboratory application 

The performance of GT optimization is assessed when it is implemented to update the model 

of the laboratory footbridge. First, the SO optimization is performed using the method from the 

Chapter 3.2, and then the MO optimization is performed using the three-game model (Chapter 

3.3). To validate the results of the GT based optimization, the FEMU is also performed using 

the conventional Harmony Search (HS) optimization algorithm. The results obtained using 

conventional HS algorithm and the proposed approach were compared to determine the most 

efficient game model, which is used to update the high-fidelity finite element model of real 

bridge structures in the Chapter 5. 

4.1. Description of the structure 

The observed single span footbridge is located at the laboratory of the Vibration Engineering 

Section of the University of Exeter (UK). The length of the span is 15 m (Figure 4.1.) It consists 

of two UB 457 x 191 x 82 beams designed to be made from two 7.5 m long beams connected 

to each other. The bridge span is covered with the Sandwich Plate System (SPS) bolted to the 

UB 457 x 191 x 82 beams. At the beginning and at the end of the structure there are transverse 

UC 203 x 203 x 60, while between those two transverse beams at each 1.25 m there are the 

splice plate with a section of 200 mm x 12 mm. The supports of the structure consist of a column 

section with stub cantilever which is directly pinned to the floor. For a detailed description of 

the laboratory footbridge the readers are referred to [228]. 

 

a) 
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b) 

  
c) d) 

Legend: 1-connection with the floor; 2-connection between UB 457x191x82; 3-UB 457x191x82; 4-UC 

203x203x60; 5-transversal stiffeners; 6-SPS panels; 7-Splice plate 

Figure 4.1. a) 3D laboratory footbridge model with b) ground plan and characteristic cross-section C-C of the 

laboratory footbridge c) characteristic cross section A-A, d) characteristics cross section B-B (All dimensions are 

in millimetres) 

4.2. Initial numerical model of laboratory footbridge 

Numerical modelling of the laboratory pedestrian bridge structure is performed using the 

commercial FE package ANSYS [229] and personal computer with processor of 3.59 GHz and 

a 16 GB RAM memory. Finite element model is developed using the following elements:  

▪ the 3D linear beam elements, BEAM 188, for modelling the bolts that configure the 

connections between the steel structures and SPS panels, 

▪ four node shell elements with six degrees of freedom, SHELL181, for modelling the lateral 

beam, transversal plates and SPS panels (first order shear deformation theory), 

▪ COMBIN14 for modelling support with lateral and longitudinal spring elements, while it is 

assumed that the vertical displacements were constrained. 

The developed finite element model is meshed using 31903 elements. 
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b) 

 
a) c) 

Figure 4.2. a) 3D FE model of the laboratory footbridge with b) detail of connections and of c) detail of 

transverse stiffeners placed at every 1.25 m along the length of the longitudinal beam 

The initial values of the mechanical properties of the numerical model were assumed as follows. 

For steel components: (i) the modulus of elasticity was proposed as 𝐸𝑆  =210 GPa; (ii) the 

material density, 𝜌𝑆  =7850 kg/m3; and (iii) the Poisson ratio, 𝜈𝑆  =0,3. For polyurethane 

components: (i) the modulus of elasticity was proposed as 𝐸𝑃  =0,75 GPa; (ii) the material 

density, 𝜌𝑃  =1100 kg/m3; and (iii) the Poison ratio, 𝜈𝑃=0,5. The spring stiffness was determined 

based on the results of a FE analysis of a column element. Both an equivalent longitudinal, 

𝑘𝐿=5,5x107 N/m, and transversal, 𝑘𝑇=1,9x107 N/m, stiffness was obtained. On the developed 

FE model of the laboratory bridge, a numerical modal analysis was performed to obtain the 

natural frequencies (𝑓𝑡
𝑛𝑢𝑚) and the mode shapes ( 𝜙𝑡

𝑛𝑢𝑚) for each considered mode t. The 

results of the numerical modal analysis are shown in Figure 4.3. 

𝜙1
𝑛𝑢𝑚- bending 

𝑓1
𝑛𝑢𝑚 = 3,638 𝐻𝑧 

𝜙2
𝑛𝑢𝑚- torsional 

𝑓2
𝑛𝑢𝑚 = 5,329 𝐻𝑧 

𝜙3
𝑛𝑢𝑚-torsional 

𝑓3
𝑛𝑢𝑚 = 10,185 𝐻𝑧 

𝜙4
𝑛𝑢𝑚- bending 

𝑓4
𝑛𝑢𝑚 = 11,310 𝐻𝑧 

    

𝜙5
𝑛𝑢𝑚- bending 

𝑓5
𝑛𝑢𝑚 = 17,364 𝐻𝑧 

𝜙6
𝑛𝑢𝑚- torsional 

𝑓6
𝑛𝑢𝑚 = 20,238 𝐻𝑧 

𝜙7
𝑛𝑢𝑚- bending 

𝑓7
𝑛𝑢𝑚 = 21,105 𝐻𝑧 

   

Figure 4.3. Numerical natural frequencies (𝑓𝑡
𝑛𝑢𝑚) and mode shapes (𝜙𝑡

𝑛𝑢𝑚) obtained from the initial FEM of the 

laboratory footbridge for t=1, …,7 
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4.3. Experimental identification of modal properties of the laboratory footbridge 

The modal properties (natural frequencies and mode shapes) of the laboratory footbridge were 

experimentally identified via a forced vibration test (Figure 4.4.). 

  

a) b) 

Figure 4.4. Laboratory footbridge: a) view on the footbridge; and  b) Proof mass actuators APS Dynamics 

model 400 [124] 

For this purpose, two types of proof mass actuators (two APS Dynamics model 400 with 30 kg 

of inertial mass and one APS Dynamics model 113 with 13 kg of inertial mass) and several 

roving accelerometers (Honeywell QA700 and QA750) were used. The actuators were driven 

simultaneously with uncorrelated random signals generated and recorded using a Data Physics 

SignalCalc Mobilyzer spectrum analyser. The layout of the experimental dynamic test is shown 

in Figure 4.5. 

 

Figure 4.5. Layout of the dynamic test performed to identify experimentally the modal properties of the 

laboratory footbridge  

As result of the identification process, the experimental natural frequencies (𝑓𝑡
𝑒𝑥𝑝  𝑡 = 1,… , 7) 

and associated mode shapes (𝜙𝑡
𝑒𝑥𝑝) are shown in Figure 4.6. For a detailed description of the 

experimental investigation together with the forced vibration test, readers are referred to [228]. 
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𝜙1
𝑒𝑥𝑝

- bending 

𝑓1
𝑛𝑢𝑚 = 3,810 𝐻𝑧 

𝜙2
𝑒𝑥𝑝

- torsional 

𝑓2
𝑛𝑢𝑚 = 5,144 𝐻𝑧 

𝜙3
𝑒𝑥𝑝

-torsional 

𝑓3
𝑛𝑢𝑚 = 8,485 𝐻𝑧 

𝜙4
𝑒𝑥𝑝

- bending 

𝑓4
𝑛𝑢𝑚 = 12,366 𝐻𝑧 

    

𝜙5
𝑒𝑥𝑝

- bending 

𝑓5
𝑛𝑢𝑚 = 18,605 𝐻𝑧 

𝜙6
𝑒𝑥𝑝

- torsional 

𝑓6
𝑛𝑢𝑚 = 20,459 𝐻𝑧 

𝜙7
𝑒𝑥𝑝

- bending 

𝑓7
𝑛𝑢𝑚 = 22,980 𝐻𝑧 

   

Figure 4.6. Experimental modal properties of the laboratory footbridge –experimental  natural frequencies (𝑓𝑡
𝑒𝑥𝑝

) 

and associated mode shapes (𝜙𝑡
𝑒𝑥𝑝

) for t=1, …,7 [76] 

4.4. Comparison between initial FE model and experimental test results 

In order to assess both the performance of the initial numerical model and the accuracy of its 

predictions, a comparative analysis was performed. Among the different comparison methods 

[230], a correlation analysis between the experimental and numerical modal properties of the 

structure was performed. Herein this correlation analysis is performed based on the Eq. (1.1.), 

for natural frequencies, and the Eq. (1.3.), for the mode shapes. The results of the correlation 

analysis are shown in (Table 4-1). 

Table 4-1. Comparison of the laboratory footbridge behaviour predicted by initial numerical model and 

experimental test results based on the relative differences between the natural frequency, (∆𝑓𝑡) and the modal 

assurance criterion 𝑀𝐴𝐶 (𝜙𝑡
𝑒𝑥𝑝

, 𝜙𝑡
𝑛𝑢𝑚) 

Mode shape 

t 

𝑓𝑡
𝑛𝑢𝑚 

[Hz] 

𝑓𝑡
𝑒𝑥𝑝

 

[Hz] 

|∆𝑓𝑡| 
[%] 

MAC (𝜙𝑡
𝑒𝑥𝑝

,𝜙𝑡
𝑛𝑢𝑚) 

[/] 

1 3,638 3,810 4,51 0,999 

2 5,329 5,144 3,60 0,994 

3 10,185 8,485 20,03 0,990 

4 11,310 12,366 8,54 0,877 

5 17,364 18,605 6,67 0,985 

6 20,238 20,459 1,08 0,993 

7 21,105 22,980 8,16 0,910 

Although the deviations for the initial numerical model are not significant, it is still possible to 

achieve better matches with the experimentally obtained results in order to reduce the relative 

difference of natural frequencies and increase the value of the MAC coefficient. In this way the 

common reference value for sum of the relative differences of natural frequencies (5%) and 

MAC factor (greater than 0,9) will be achieved. Thus, the initial numerical model will be 
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improved via FEMU. Herein, this was performed using the three different GT models NCGT, 

CGT and EGT. The performance of the GT models has been analysed in detail. Both the 

accuracy of the solution obtained and the required computational time have been compared for 

this purpose Additionally, the results obtained have been compared with the ones obtained via 

a conventional optimization method based on the computation of the Pareto front and the 

subsequent decision making problem [76]. 

4.5. Sensitivity analysis and sorting variables in strategy space 

Before starting with the FEMU process, it is important to select the most relevant updating 

parameters. This parameter selection can be performed using different methods [231]–[233]. 

Herein, a sensitivity analysis has been performed for this purpose (Figure 4.7). As selection 

criterion, the ratio between the modal strain energy associated with physical parameters and the 

overall modal strain energy (MSE) of the structure has been considered. The selection analysis 

was performed in two steps. In the first step, a preliminary selection was performed based on 

engineering judgement. In the second step, this set of parameters was reduced based on the 

model strain energy (MSE) ratio. 

 

Figure 4.7. Sensitivity analysis performed on the laboratory footbridge model for initial selected 15 updating 

parameters 

For the first step, the preliminary set of parameters consists of the same fifteen parameters 

(𝜃1,2,…,15
𝑖𝑛 ) considered in previous studies [80]. After performing the sensitivity analysis (second 

step), instead of the selected fifteen parameters (Figure 4.7) only ten of them were included in 

the FEMU process (Table 4-2, Figure 4.8). The remaining five (those for which the maximum 

value of the MSE ratio is less than 0,05) were excluded due to their reduced effects on the modal 

properties of this structure. 
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Table 4-2. List of the selected updating parameters of the FE model their description and assigned initial values 

based on the previous studies [125][124] 

Parameter Description Initial value 

𝜃1−6
𝑖𝑛  Young modulus of elasticity of steel (longitudinal beam) 210 [GPa] 

𝜃7
𝑖𝑛 Young modulus of polyurethane of SPS panels 0,75 [GPa] 

𝜃8
𝑖𝑛 Young modulus of elasticity of steel bolts 210 [GPa] 

𝜃9
𝑖𝑛 Equivalent longitudinal stiffness of support 5,5∙107 [N/m] 

𝜃10
𝑖𝑛 Equivalent transversal stiffness of support 1,9∙107 [N/m] 

 

Figure 4.8. Selected updating parameters of the FE model of laboratory footbridge 

4.6. Solution of the FEMU problem based on a conventional optimization method 

To validate the computational efficiency of the GT algorithms, the FEMU is also performed 

using a conventional bi-objective optimization method based on the computation of the Pareto 

front together with a subsequent decision-making problem (for the determination of the “knee” 

point). As optimization algorithm, HS algorithm has been considered herein due to the high 

performance shown to solve the FEMU problem of civil engineering structures [76]. The 

updating process was performed linking a FE analysis software, Ansys [229], with a 

mathematical software, Matlab [234]. The following parameters of the HS algorithms were 

established to perform the optimization process [76]: population size PS=100; maximum 

number of iterations 𝐼𝑚𝑎𝑥=50; objective function tolerance 𝑡𝑜𝑓 = 1 ∙ 10−4; new population size 

𝑃𝑠,𝑛𝑒𝑤 = 40; harmony memory pitch adjustment 𝐻𝑀𝐶𝑅 = 0,9 and pitch adjusting rate 𝑃𝐴𝑅 =

0,3. 
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4.6.1. Solution of the SO FEMU problem 

Using the SO function, the optimization problem of the laboratory footbridge is defined as 

follows: 

Find 𝜃⃗ = {𝜃1  𝜃2  𝜃3  𝜃4  𝜃5  𝜃6  𝜃7  𝜃8  𝜃9  𝜃10 }
𝑇 which minimizes 𝐹(𝜽) (4.1.) 

where  

𝐹(𝜽) = ∑𝑤𝑡𝐹𝑡(𝜽)
2

𝑛

𝑡=1

= (∑𝑤𝑡
𝑓
𝑟𝑡
𝑓(𝜽)2

𝑛𝑓

𝑡=1

+ ∑𝑤𝑡
𝑚𝑟𝑡

𝑚(𝜽)2

𝑛𝑚

𝑡=1

) (4.2.) 

The optimization of such defined function is performed taking into account the influence of 

different values of the natural frequencies (𝑤𝑡
𝑓
) and mode shapes (𝑤𝑡

𝑚) weights on the updated 

value of physical parameters (Table 4-3.) and consequently on the values of the residuals (Table 

4-3., Figure 4.9.). The position of the results obtained using the different values of weighting 

factors is shown on the Figure 4.9. 

Table 4-3. Updated value of the physical parameters of the model and values of the residuals in terms of the 

weighting factors under the SO approach 

𝑤𝑡
𝑓
 𝑤𝑡

𝑚 𝜃1 𝜃2 𝜃3 𝜃4 𝜃5 𝜃6 𝜃7 𝜃8 𝜃9 𝜃10 
∑𝑟𝑡

𝑓
 

[10−3] 

∑𝑟𝑡
𝑚 

[10−3] 

1,0 0 1,100 0,982 1,034 0,989 0,922 0,979 0,750 2,484 0,763 1,000 21,18 4,51 

0,9 0,1 1,097 1,012 1,099 0,901 0,944 1,013 0,754 1,133 0,860 0,787 15,98 4,54 

0,8 0,2 1,093 0,910 1,085 0,953 1,089 1,029 1,342 2,181 0,754 0,824 8,76 4,97 

0,7 0,3 1,097 0,988 0,912 0,997 1,022 1,032 1,385 1,955 0,861 0,835 10,08 4,80 

0,6 0,4 1,085 1,086 1,098 1,084 0,986 1,056 1,274 1,996 0,848 0,837 10,02 5,01 

0,5 0,5 1,079 0,952 0,941 0,908 1,083 1,044 1,263 2,106 0,750 0,844 9,34 5,03 

0,4 0,6 1,073 0,922 1,093 0,981 0,936 1,013 1,265 2,183 0,789 0,764 8,79 5,11 

0,3 0,7 1,066 1,077 0,990 1,039 1,065 0,995 1,027 2,496 0,813 0,777 10,56 5,07 

0,2 0,8 1,071 0,966 1,092 0,991 0,971 0,930 1,087 1,985 0,785 0,756 10,14 5,04 

0,1 0,9 1,068 1,055 1,078 1,047 1,056 1,061 1,170 2,437 0,791 0,792 9,33 5,14 

0 1,0 1,055 0,927 0,934 0,910 0,900 1,094 1,325 2,394 0,826 0,797 9,00 5,27 

 
Figure 4.9. Comparison among different residuals in the function space considering Harmony search 

optimization algorithm and SO function approach 
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According to the performed SO FEMU optimization the results vary from the minimum values 

𝜃𝑆𝑂𝐻𝑆

𝑚𝑖𝑛 = [221,6; 191,10; 191,50; 189,21; 189; 195,30; 0,5625; 237,93; 4,14∙  107; 1,44∙107] till 

the maximum 𝜃𝑆𝑂𝐻𝑆

𝑚𝑎𝑥 = [231; 228,06; 230,79; 227,64; 227,69; 229,74; 1,039; 524,16; 4,74∙  107; 

1,91∙107]. The computational time the conventional optimization algorithms required to solve 

the updating problem formulated as the SO function was 41432 s. 

4.6.2. Solution of the MO FEMU problem 

The initial finite element model of the laboratory footbridge was also updated under the MO 

approach. The same design variables as those selected for the SO objective approach were 

adopted. The optimization problem of the laboratory footbridge using the MO approach is 

defined as follows: 

Find 𝜃⃗ = {𝜃1  𝜃2  𝜃3  𝜃4  𝜃5  𝜃6  𝜃7  𝜃8  𝜃9  𝜃10 }
𝑇 which minimizes 𝐹(𝜽) (4.3.) 

where  

𝐹(𝜽) = (𝐹1(𝜽) 𝐹2(𝜽)) = (∑𝑟𝑡
𝑓(𝜽)2

𝑛𝑓

𝑡=1

∑𝑟𝑡
𝑚(𝜽)2

𝑛𝑚

𝑡=1

) (4.4.) 

As result of this updating problem, Figure 4.10 shows the Pareto front of the two terms of the 

MO function. Additionally, the “knee” point of this Pareto front (the most balanced solution) 

has been included in Figure 4.10. Therefore, the knee point is computed as θMOA_HS
*

= [1,062; 

0,995; 0,979; 0,976; 1,009; 1,893; 1,009; 2,043; 0,771; 0,784] that correspond to the following 

values of the numerical model physical properties [223,02; 208,95; 205,59; 204,96; 211,89; 

397,53; 0,75675; 429,03; 4,25∙  107; 1,50∙107]. 

 

Figure 4.10. Comparison among different residuals in the function space considering Harmony search 

optimization algorithm and MO function approach 
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The total computational time required to obtain the Pareto front considering the HS 

optimization algorithm has been recorded 27 289 s. 

4.7. Solution of the FEMU problem based on the GT 

After performing FEMU with the conventional algorithm, the following subchapters describe 

FEMU according to the GT approach based on transforming the SO function into the weighted 

function and the MO function into the utility function, as well as different game models: NCGT; 

CGT; and EGT. For both function definitions and all three game models for the optimization 

process, the nature-inspired harmony search algorithm is used according to the set of variables 

defined in Chapter 4.6. while the convergence criterion for all three game models is set 

according to Eq. (3.12.). The same design variables are considered as it is for the SO and MO 

approach under the conventional approach. 

4.7.1. Solution of the SO FEMU problem based on GT 

For defined optimization problem of the laboratory footbridge the optimization is performed 

under the GT approach described in the Chapter3.2. The problem is formulated as follows: 

Find 𝜃⃗ = {𝜃1  𝜃2  𝜃3  𝜃4  𝜃5  𝜃6  𝜃7  𝜃8  𝜃9  𝜃10 }
𝑇 which minimizes 𝐹(𝜽) (4.5.) 

where function 𝐹(𝜽) is defined as it is in the Eq (4.2.). As part of standard procedure of SO 

optimization using the GT, the minimization, maximization, and normalization of defined 

natural frequency (𝑟𝑡
𝑓
) and mode shape (𝑟𝑡

𝑚) residuals is performed (Table 4-4). According to 

the normalized residuals, the weighted objective function is formulated introducing the new 

updating parameter, 𝐾, whose value represent the weight factor values of the normalized natural 

frequency residual. The, 1-K, represent the weight factor values of the normalized mode shape 

residual. 

Table 4-4. SO optimization using GT 

 𝑟𝑡
𝑓
 𝑟𝑡

𝑚 

Minimization 0,007899 0,004646 

Maximization 0,050766 16,79360 

Normalization 𝑟𝑡,𝑛
𝑓

=
𝑟𝑡
𝑓
− 0,007899

0,042867
 𝑟𝑡,𝑛

𝑚 =
𝑟𝑡
𝑚 − 0,004646

16,78895
 

Based on the performed minimization, maximization and normalization of defined natural 

frequency, 𝑟𝑡
𝑓
, and mode shape, 𝑟𝑡

𝑚, residuals the weighted objective function is defined as 

follows in Eq (4.6.). 
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𝐹𝑤,𝑡(𝜱) = 𝐾 ∙ 𝑟𝑡,𝑛
𝑓

+ (1 − 𝐾) ∙ 𝑟𝑡,𝑛
𝑚 − (1 − 𝑟𝑡,𝑛

𝑓
) ∙ (1 − 𝑟𝑡,𝑛

𝑚 ) (4.6.) 

Optimizing the formulated weighted objective function, the optimal design variable values are 

obtained. It is assigned to the vector θSOA_GT
* = [1,088; 0,992; 0,979; 1,072; 1,019; 0,913; 1,236; 

2,427; 0,791; 0,782] that correspond to the following values of the numerical model properties 

[228,48; 208,32; 205,59; 225,12; 213,99; 191,73; 0,927; 509,67; 4,251∙107; 1,49∙107]. The 

optimal value of the natural frequency residual weight factor is 𝐾 = 0,243. The position of the 

solution of the optimization SO function using GT, i.e., the values of the objective functions 

𝑓1(𝜃) = ∑𝑟𝑡
𝑓
 and  𝑓2(𝜃) = ∑ 𝑟𝑡

𝑚 is shown on the Figure 4.11. The total computational time 

required to perform the optimization of a SO function using GT was recorded as 10 559 s. Based 

on the previous, some initial conclusions can be drawn regarding the possibility of performing 

FEMU using GT and the time required for the simulation, which is lower than the time the 

application of conventional algorithms required. 

4.7.2. Solution of the MO FEMU problem based GT  

The solution method for the MO problem using the GT starts with the definition of the strategy 

space of each objective function according to the method describe in the Chapter 3.3.2. 

Accordingly, each term of the MO function (the natural frequency residual 𝑟𝑡
𝑓
, the mode shape 

residual  𝑟𝑡
𝑚 was optimized). The impact index (Δ), space distance (d) and space moment (Mo) 

were computed. According to the mentioned partition rules, the strategy space of each term of 

the MO function is determined as follows: 

𝑆𝑓 = {𝜃2, 𝜃3, 𝜃4, 𝜃5, 𝜃6, 𝜃7, 𝜃8} 

𝑆𝑚𝑠 = {𝜃1, 𝜃9, 𝜃10} 

where Sf represents the natural frequency residual strategy space, while the Sms represents the 

mode shape strategy space. The detailed information and illustration of the exploration of the 

strategy space are shown in the Table 4-5. Subsequently, after the determination of each 

player’s strategy space, the updating problem has been solved using the three GT models 

(NCGT, CGT and EGT). As mentioned, the GT method transforms the bi-objective 

optimization problem into two SO optimization problems. As in the previous section, HS 

algorithm has been selected as global optimization algorithm to solve these SO optimization 

problems. The three GT models start from the same initial strategy  𝜃𝑖𝑛𝑖𝑡𝑖𝑎𝑙
0 = [1, 1, 1, 1, 1, 1, 

1, 1, 1, 1].
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Table 4-5. Impact index, Δ, space distance, d, space moment, Mo and ranking of design variables 

Design 

variable 

𝑓1(𝜽) 𝑓2(𝜽) 
Mo(j) 

Δ(j,1) d(j,1) ranking Δ(j,2) d(j,2) ranking 

𝜃1 0,0999826 0,5000757 10 0,1000129 0,4999243 1 0,0499989 

𝜃2 0,1000049 0,4999847 2 0,0999988 0,5000153 9 0,0500009 

𝜃3 0,1000049 0,4999847 3 0,0999988 0,5000153 5 0,0500009 

𝜃4 0,1000049 0,4999847 4 0,0999988 0,5000153 6 0,0500009 

𝜃5 0,1000049 0,4999847 5 0,0999988 0,5000153 7 0,0500009 

𝜃6 0,1000049 0,4999847 6 0,0999988 0,5000153 8 0,0500009 

𝜃7 0,1000011 0,499987 7 0,0999959 0,500013 4 0,0499993 

𝜃8 0,100006 0,4999817 1 0,0999987 0,5000183 10 0,0500012 

𝜃9 0,0999934 0,5000146 8 0,0999993 0,4999854 3 0,0499982 

𝜃10 0,0999921 0,5000176 9 0,0999992 0,4999824 2 0,0499978 

For each model, the calculation is performed until the convergence criterion is (Eq. (3.12.)) 

meet. Herein this convergence criterion, 𝜉 = 0.001, was set. For the CGT and EGT models, 

the degree of the cooperation was established as w11= w22= w12= w21= 0,5 according to the 

rules described in the Chapter 3.3.4. For the sake of simplicity, only the first and last round of 

each model are shown in (Table 4-6).  

Table 4-6. Results of GT based MLM for FEMU of laboratory footbridge 

Design 

variable 

Initial 

Strategy 

NCGT CGT EGT 

1st Round 7th Round 1st Round 3rd Round 1st Round 3rd Round 

𝜃1 1 1,099 1,056 1,061 1,087 1,072 1,069 

𝜃2 1 1,025 0,930 0,925 0,975 0,925 0,963 

𝜃3 1 0,922 1,047 1,019 1,025 1,019 0,978 

𝜃4 1 0,903 0,919 0,940 0,948 0,941 0,968 

𝜃5 1 0,997 1,092 1,080 1,011 1,080 1,017 

𝜃6 1 1,996 1,648 1,829 1,789 1,725 1,864 

𝜃7 1 1,012 1,024 1,017 1,015 1,026 1,011 

𝜃8 1 2,499 2,262 2,464 2,368 2,415 2,036 

𝜃9 1 0,755 0,785 0,748 0,757 0,726 0,765 

𝜃10 1 0,799 0,767 0,784 0,771 0,784 0,774 

∑𝑟𝑡
𝑓
 2,74E-02 7,97E-03 7,69E-03 8,50E-03 7,65E-03 8,50E-03 7,57E-03 

∑𝑟𝑡
𝑚 1,51E+01 1,10 4,79E-03 4,94E-03 4,74E-03 4,94E-03 4,71E-03 

T [s] 21462 12276 13262 

Values of updating parameters correspond to the following values of the numerical model 

properties: (i) for NCGT model : [221,76; 195,3; 219,87; 192,99; 229,32; 346,08; 0,768; 

475,02; 4,33∙107; 1,46∙107]; (ii) for the CGT model [228,28; 204,75; 215,25; 199,08; 212,31; 

375,69; 0,761; 497,28; 4,17∙107; 1,46∙107] and (iii) for EGT [224,49; 202,23; 205,38; 203,28; 

213,57; 391,44; 0,758; 427,56; 4,22∙107; 1,48∙107]. As result of the updating process, Figure 

4.12. illustrates the solution of the updating problem for the three mentioned game model. The 
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total computational time required to solve the FEMU optimization problem defined as a MO 

function for three game models was: 21 462 s for NCGT; 12 276 s for CGT and 13 262 s for 

EGT model.  

4.8. Discussion of the results 

To assess the performance of the GT approach for solving the FEMU optimization problem of 

simple laboratory bridge model, the comparison of the results has to be performed. Two 

comparison criteria have been considered: the accuracy of the solution and the computational 

time required to compute the solution. Both the SO and MO functions optimized using GT were 

compared to the corresponding solutions obtained using the conventional algorithm, and the 

SO and MO function solutions obtained using GT were compared with each other. 

4.8.1. Solution of SO FEMU problem 

Figure 4.11 compares graphically the optimal solution provided by SO optimization using the 

conventional optimization process under the Harmony search algorithm and SO optimization 

using the GT. First, it can be remarked that the SO FEMU optimization problem can be 

successfully solved by adopting GT as computational tool. When comparing the pair of 

residuals, based on the first criterion, it can be remarked that the solution obtained by applying 

the GT is in the domain of the solutions obtained by applying the conventional algorithm and 

by varying the values of the weighting factors. 

 
Figure 4.11. Comparison among different residuals in the function space considering Harmony search 

optimization algorithm and GT model for optimization SO function approach 

On the other hand, the computational time required to perform the updating process according 

to the different methods, can be computed as: for the SO optimization using GT 𝑡𝑆𝑂𝐴
𝐺𝑇 = 10 559 

s and for the conventional method 𝑡𝑆𝑂𝐴
𝐻𝑆 = 41 432 s. It can be remarked that the GT required 
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lower computational time than the conventional algorithms for SO FEMU optimization. Based 

on these two comparison criteria, it can be concluded that the GT method can be successfully 

used to solve the FEMU problem of simple civil engineering structures, such as an example of 

laboratory bridge model in this research, according to the SO MLM. The GT method allows 

reducing the computational time required to perform the SO FEMU process without 

compromising the accuracy of the solution. The time reduction is caused by the direct 

estimation of the weight factors without the necessity to perform the analysis of the effects of 

different weighted factors values on the optimization results. Finally, the numerical natural 

frequencies and associated mode shapes of the updated model of the footbridge, considering 

the updating physical parameters provided by the GT method are shown in the Table 4-7. The 

natural frequencies relative difference and the MAC factors of each mode shape have been 

computed. Both the relative differences and the MAC factors provided by the GT are similar to 

the ones obtained by the conventional optimization algorithms. 

Table 4-7. Correlation between experimentally determined natural frequencies and updated ones obtained by 

optimizing the SO function using conventional HS optimization algorithm and GT model for SO optimization 

Vibration 

mode, t 

𝑓𝑡
𝑒𝑥𝑝

 

[Hz] 

SOA_HS SOA_GT 𝑀𝐴𝐶 (𝜙𝑡
𝑒𝑥𝑝

, 𝜙𝑡
𝑛𝑢𝑚) 

𝑓𝑡
𝑢𝑝𝑑,𝑆𝑂𝐴_𝐻𝑆

 

[Hz] 

|∆𝑓𝑡
𝑆𝑂𝐴_𝐻𝑆| 

[%] 

𝑓𝑡
𝑢𝑝𝑑,𝑆𝑂𝐴_𝐺𝑇

 

[Hz] 

|∆𝑓𝑡
𝑆𝑂𝐴_𝐺𝑇| 

[%] 
SOA_HS SOA_GT 

1 3,854 3,896 1,09 3,875 0,54 0,999 0,999 

2 5,489 5,561 1,31 5,505 0,29 0,994 0,994 

3 8,365 8,495 1,55 8,358 0,08 0,988 0,988 

4 11,896 11,861 0,29 11,946 0,42 0,905 0,902 

5 18,662 18,394 1,44 18,596 0,35 0,987 0,986 

6 20,016 20,153 0,68 20,155 0,69 0,993 0,993 

7 22,506 22,083 1,88 22,357 0,66 0,974 0,947 

4.8.2. Solution of MO FEMU problem 

The same comparison criteria, as it was for the SO optimization problem, have been considered 

for the MO. Figure 4.12. compares graphically the optimal solution provided by different 

methods. According to the comparison illustrates in Figure 4.12. the solution provided by the 

two methods are similar. It can be remarked that the solution provided by the EGT model is 

better (the nearest to the “knee point”) than the one provided by the remaining game models. 

On the other hand, the computational time required to perform the updating process according 

to the different methods can be computed as: 𝑡𝑁𝐶𝐺𝑇 = 21462 𝑠 for the NCGT method; 𝑡𝐶𝐺𝑇 =

12726 𝑠 for the CGT method; 𝑡𝐸𝐺𝑇 = 13262 𝑠 for the EGT method; and 𝑡𝐻𝑆 = 27289 𝑠 for 

the conventional method. It can also be remarked that the CGT model is the quickest method. 

Based on these two criteria, it can be concluded that the GT method can be successfully used 
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to solve the MO FEMU problem of simple civil engineering structures such as an example of 

laboratory bridge model in this research. The GT method allows reducing the computational 

time required to perform the MO FEMU process without compromising the accuracy of the 

solution. The time reduction is caused by the direct estimation of the “knee point” without the 

necessity to compute the whole Pareto front. Additionally, it can be concluded that the EGT 

model is the best option to perform the MO FEMU of civil engineering structures since it is the 

most balanced alternative considering the two comparison criteria. Finally, the numerical 

natural frequencies and associated model shapes of the updated model of the footbridge 

considering the updating physical parameters provided by the GT method are shown in Table 

4-8 and Table 4-9  respectively. Additionally, the relative differences and MAC ratio of each 

mode shape have been computed. The good performance of the solution provided by the GT 

method it is illustrated in Table 4-8 and Table 4-9 respectively. Both the relative differences 

and the MAC factors provided by the GT method are similar to the ones obtained by the 

conventional optimization algorithm. 

 

Figure 4.12. Comparison of the “knee” point obtained based on the Pareto front (conventional method) with the 

position of the optimal solutions obtained using the three different game models (NCGT, CGT and EGT) 

Table 4-8. Correlation between experimental and updated natural frequencies using conventional HS 

optimization and different game models (NCGT, CGT, EGT) 

Vibration 

mode, t 

𝑓𝑡
𝑒𝑥𝑝

 

[Hz] 

HS NCGT CGT EGT 

𝑓𝑡
𝑢𝑝𝑑,𝐻𝑆

 

[Hz] 

|∆𝑓𝑡
𝐻𝑆| 

[%] 

𝑓𝑡
𝑢𝑝𝑑,𝑁𝐶𝐺𝑇

 

[Hz] 

|∆𝑓𝑡
𝑁𝐶𝐺𝑇| 

[%] 

𝑓𝑡
𝑢𝑝𝑑,𝐶𝐺𝑇

 

[Hz] 

|∆𝑓𝑡
𝐶𝐺𝑇| 

[%] 

𝑓𝑡
𝑢𝑝𝑑,𝐸𝐺𝑇

 

[Hz] 

|∆𝑓𝑡
𝐸𝐺𝑇| 

[%] 

1 3,854 3,875 0,54 3,882 0,73 3,866 0,31 3,883 0,75 

2 5,489 5,505 0,29 5,510 0,38 5,500 0,20 5,513 0,44 

3 8,365 8,358 0,08 8,336 0,35 8,397 0,38 8,342 0,27 

4 11,896 11,946 0,42 11,967 0,60 11,913 0,14 11,973 0,65 

5 18,662 18,596 0,35 18,621 0,22 18,565 0,52 18,642 0,11 

6 20,016 20,155 0,69 20,191 0,87 20,100 0,42 20,198 0,91 

7 22,506 22,357 0,66 22,386 0,53 22,328 0,79 22,418 0,39 
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Table 4-9. Correlation between experimental and updated mode using conventional HS optimization and different 

game models (NCGT, CGT, EGT) 

Vibration mode, t HS NCGT CGT EGT 

1 0,999 0,999 0,999 0,999 

2 0,994 0,994 0,994 0,994 

3 0,988 0,988 0,988 0,988 

4 0,905 0,880 0,880 0,880 

5 0,987 0,987 0,987 0,987 

6 0,993 0,993 0,993 0,993 

7 0,974 0,961 0,968 0,972 

4.8.3. SO vs MO optimization based on GT algorithm 

Figure 4.13. illustrates a comparison of the position of the solutions obtained considering two 

approaches - SO and MO based on the GT. The pair of residuals of each of the solutions has 

been represented in a MO function space. 

 

Figure 4.13. Comparison of solutions position under the SO and MO approach solved using different game 

models 

Based on the comparison of the position it can be seen that the solution obtained by optimizing 

the FEMU problem defined as the SO function is far away from the solution obtained by 

optimizing the MO function. On the other hand, if we consider the conclusions stated in the 

previous subsections and compare their position with the position of the Pareto optimal front 

“knee point” it can be concluded that the MO approach is better option than the SO one. It can 

be concluded that comparing different game models – NCGT, CGT, EGT, the EGT model is 

the best model which can be used for solving the FEMU optimization problems of simple civil 

engineering structures such as presented laboratory bridge model. Regardless of the lower 

computational time required by the CGT model, the position of the MO FEMU problem's 

solution obtained by applying the EGT model makes the EGT model the best choice for FEMU 

of civil engineering structures. Therefore, in the next chapter, this game model will be applied 

to solve the complex FEMU problem of a real pedestrian suspension bridge. 
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Chapter 5. Case study on real structure 

Among the various types of bridges, suspension bridges are increasingly used to span large 

spans and the richness of the architectural features and aesthetic aspects. However, their main 

cables and hangers may be subjected to corrosion and fatigue damage. There is a need for a 

simple and reliable method to detect and locate this type of damage to subsequently make 

structural retrofitting and prevent further damage occurring. SHM has emerged as an option 

that can meet this need. Current SHM system are equipped with a variety of methods to detect 

damage of a local and global nature. The limitations of the local methods require non-

destructive and global damage detection methods. This has led to the continuous development 

of vibration-based damage detection (VBDD) methods in SHM systems. The basic principle of 

vibration based SHM is that damage changes the structural dynamic properties. Therefore, the 

change in structural dynamic properties can be used to detect damage. Due to the difficulty of 

detecting higher mode shapes in large structures such as suspension bridges, the applicability 

of existing damage estimates to this type of structure is limited. In addition, this type of structure 

oscillates in transversal, longitudinal, vertical, torsional, and combined mode shapes, making it 

difficult to identify the damage. According to the previous problem, a numerical model which 

is updated based on the experimentally determined structural behaviour is open up as a potential 

to cope with this problem. In the following, the experimental and numerical analysis of the 

suspension bridge over the Drava River in Osijek is shown. First, a brief technical description 

is given. After that, the performed experimental investigation and obtained results are shown. 

Based on the experimentally obtained results, the numerical model is developed, and the 

numerical analysis is performed. Both, experimentally and numerical obtained structural 

dynamic data sets (natural frequency, mode shapes) are compared and used to perform the 

FEMU of the bridge structure using the EGT model. 
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5.1. Description of the structure 

A pedestrian suspension bridge over Drava River in Osijek (Figure 5.1) was built in 1980. A 

single span of 209,5 m, a statically pretensioned catenary bridges the river. A parabolic 

suspension cable, anchored in the blocks behind the bridge, is stretched over the 24 m high steel 

pylons. Prefabricated concrete hallway slabs are hung on it by inclined hangers. The corridor is 

5 m width, while the total span width is 6,12 m. 

 

a) 

 
b) 

Figure 5.1. a) View on the bridge from the right bank b) Longitudinal section and the ground plane of the bridge 

The span consists of prefabricated concrete slabs. There are 50 of them in total and can be 

divided into three types. The slabs type 1 is placed at the beginning and the end of the bridge 
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(2 pcs). The slab type 3 is in the middle of the span (1 pcs) while all the rest slabs are type 2. 

These characteristic slabs have a dimension 6 x 4 m. The longitudinal and transverse ribs are 

divided each slab into four parts. The lateral longitudinal ribs have a rectangular cross section 

26 x 50 cm. The other ribs are 16 cm high, while their width vary, 12 x 18 cm for the longitudinal 

ribs in the middle, 12 x 15 cm for the outer transvers ribs and 16 x 22 cm for the central 

transverse ribs. The design value of the concrete cover thickness of ribs is 2 cm, while the class 

of the concrete is MB 40. The slabs are 8 cm high, doubly reinforced, and have a design value 

for the concrete cover thickness of 1.5 cm. They are connected by rigid welded reinforcement 

in the lateral ribs. At one end the slab is suspended on the hangers (𝜙21 mm), while at its other 

end it is supported by a longitudinally movable mandrel (𝜙28 mm), on the adjacent slab. Under 

the slabs, there are a two tension cables anchored in the foundation of the pylon. The cross 

section of the bridge is shown on the following figure (Figure 5.2.). 

 

Figure 5.2. Cross section of the bridge (all dimensions are in millimetres) 

The down main cable consists of 2 𝜙 61 mm cables on each side of the bridge and forms a 

system of pre-tensioned catenaries that reduces deformations of the deck and dampens 

vibrations. During the war the bridge was damaged – hangers were damaged, and two 

prefabricated slabs were broken through. Afterwards, the bridge was rehabilitated to its original 

condition. In 2009, new asphalt layer was installed, and the connection was fixed and 

rehabilitated. During the preparation of the concrete substructure for installation of the asphalt 

the concrete cover was removed in several place by hydro-demolition of the concrete surface. 

This year, 2022, as part of the restoration of the bridge, the connecting elements of the upper 

main cable were replaced, the layer of asphalt was removed, beams of the prefabricated slabs 

were reprofiled, the gaps between the prefabricated slabs were sealed, corrosion protection of 

the steel elements was renewed, and the handrail was repaired. 
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5.2. Initial numerical model 

Initial numerical model of the bridge was developed using the commercial FE package Ansys 

[229]. All the numerical simulations were performed using a PC with a processor 3,59 GHz and 

16 GB RAM memory. The developed model was meshed using 20787 elements. It has been 

developed according to the following scheme: 

▪ three main lateral beams, transversal beams, handrail elements and rigid connection 

between elements have been modelled by 3D linear beam elements (BEAM 188), 

▪ the concrete slabs have been modeled as four node shell elements with six degree of freedom 

(SHELL 181), 

▪ the cable elements (upper and down main cables, hangers, anchorage cables) have been 

modelled by 3D uniaxial tension element with three degrees of freedom at each node (LINK 

180), 

▪ the connection between slabs, longitudinal beams, and transversal beams have been 

modelled using the 1-D longitudinal spring-damper with UX degree of freedom 

(COMBIN14), 

▪ the boundary conditions on anchorage cables and pylons are modeled to constrain 

translations in the x, y, and z directions. The boundary conditions of the downstream main 

cables are assumed to be constrained. 

  
a) b) 

 
c) 

 
d) 

Figure 5.3. Initial numerical model of pedestrian suspension bridge over Drava River a) 3D view b) y-z plane c) 

x-z plane d) x-y plane 
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The material properties with the marked numerical model elements to which these properties 

are assigned are summarized in the Table 5-1. 

Table 5-1. Sum of the material properties assigned to the initial numerical model elements with the description 

Notation Parameter Units Adopted values Assigned element 

Esteel Elastic modulus GPa 210 Pylons 

ρsteel Mass density kg/m3 7850  

νsteel Poisson’s ratio - 0,2  

Econcrete  Elastic modulus GPa 33 Transversal and longitudinal slab 

beam, longitudinal beam in the 

middle of span, transversal beam at 

each 2m and 4m, longitudinal side 

beam 

ρ
concrete

 Mass density kg/m3 2548 

νconcrete  Poisson’s ratio - 0,2 

Ecable Elastic modulus GPa 160 
Anchorage cables, upper and down 

main cables, old and new hangers 

ρ
cable

 Mass density kg/m3 7850  

νcable Poisson’s ratio - 0,3  

Erigid Elastic modulus GPa 210000 Rigid elements 

ρ
rigid

 Mass density kg/m3 0,0001  

νrigid Poisson’s ratio - 0,3  

klon Spring stiffness N/m 1 ∙ 1010 

Connection between the slabs, 

transversal beams elements, 

longitudinal beam elements 

The cross sections with their dimensions and the remarked numerical model elements to which 

these properties are assigned are summarized in the Table 5-2. 

Table 5-2. Sum of the dimension properties (in millimetres) assigned to the initial numerical model elements  

Cross section Dimension Assigned element 

Rectangular hollow section  736 x 736 Pylon upper part (thickness=18mm) 

736 x 736 Pylon (thickness =18mm) 

120 x 10 Horizontal handrail part (thickness =3 mm) 

50 x 50 Inclined handrail elements (thickness =4 mm) 

Rectangular 80 x 80 Transversal slab beam, Longitudinal slab beam 

250 x 250 Longitudinal side beam 

160 x 160 Longitudinal beam in the middle of span and at each 4m 

26,9 x 26,9 Equivalent cross section of vertical handrail elements 

Circular ϕ 5 Rigid elements 

6 ϕ 60 Anchorage cables, Upper main cable 

ϕ 17,4 Old hangers 

ϕ 16,4 New hangers 

Based on the previous measurement results, an initial state, i.e., an initial tensile stress, of cable 

elements is established. The hangers and the upper main cable elements have been grouped into 

four groups symmetrical in relation to the middle of the bridge looking at the left and right 

banks. The grouping is performed based on the mean force value and standard deviation 

determined as part of the previous experimental investigations of the bridge (Figure 5.4). 
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Figure 5.4. Grouping of the hangers with the highlighted (group 1 - red; group II - green; group III - blue; group 

IV - orange) and remarked mean values (black) and the highlighted space between the mean and maximum 

values (transparent white rectangles with a coloured border) 

Thus, the hangers are grouped in three groups with 26 hangers and one group with 24 hangers. 

Mean force values are: group I – 30,4 kN; group II -33,9 kN; group III – 39,3 kN and group IV 

– 52,1 kN. The standard deviation of each group are as follows: group I - ±10,5 kN; group II - 

±6 kN; group III – ±9 kN; group IV – ±13 kN. The force values in the upper main cables are 

calculated based on the equilibrium equation for each node in which hangers are connected to 

upper main cable (Appendix A. II.). Following the same rule as it is for hangers, the upper main 

cable on each side is divided into 4 groups. The first group is assigned a force value of 4852 

kN with a standard deviation of 40 kN. The second group is assigned a force value of 4798 kN 

with the standard deviation of 14 kN. The third group is assigned the mean force value of 4744 

kN with the standard deviation of 5 kN. While the fourth group is assigned the mean force value 

of 4766 kN with a standard deviation of 17 kN. Since the upper main cable hangs over the 

bridge pylons, the anchor cables are assigned the same force value and standard deviation as 

for group 1 of the upper main cable. The initial tensile stress in the down main cable is assigned 

the force values from the project documentation equal to the value of 1300 kN. The calculated 

standard deviation was used for determination of lower and upper bounds of the updating 

parameters of numerical model. On the developed FE model, the numerical modal analysis was 

performed to obtain natural frequencies (𝑓𝑡
𝑛𝑢𝑚) and mode shapes (𝜙𝑡

𝑛𝑢𝑚) for considered mode 
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t. Results of the numerical modal analysis is shown on the Figure 5.5. 

𝜙1
𝑛𝑢𝑚- torsional 

𝑓1
𝑛𝑢𝑚 = 0,335 𝐻𝑧 

𝜙2
𝑛𝑢𝑚- vertical 

𝑓2
𝑛𝑢𝑚 = 0,428 𝐻𝑧 

𝜙3
𝑛𝑢𝑚-torsional 

𝑓3
𝑛𝑢𝑚 = 0,641 𝐻𝑧 

   

𝜙4
𝑛𝑢𝑚- torsional 

𝑓4
𝑛𝑢𝑚 = 0,862 𝐻𝑧 

𝜙5
𝑛𝑢𝑚- vertical 

𝑓5
𝑛𝑢𝑚 = 1,058 𝐻𝑧 

𝜙6
𝑛𝑢𝑚-vertical 

𝑓6
𝑛𝑢𝑚 = 1,330 𝐻𝑧 

   

𝜙7
𝑛𝑢𝑚-vertical 

𝑓7
𝑛𝑢𝑚 = 1,524 𝐻𝑧 

𝜙8
𝑛𝑢𝑚-vertical 

𝑓8
𝑛𝑢𝑚 = 1,791 𝐻𝑧 

𝜙9
𝑛𝑢𝑚-vertical 

𝑓9
𝑛𝑢𝑚 = 2,061 𝐻𝑧 

   

𝜙10
𝑛𝑢𝑚-vertical 

𝑓10
𝑛𝑢𝑚 = 2,424𝐻𝑧 

𝜙11
𝑛𝑢𝑚-vertical 

𝑓11
𝑛𝑢𝑚 = 2,661 𝐻𝑧 

𝜙12
𝑛𝑢𝑚-vertical 

𝑓12
𝑛𝑢𝑚 = 2,881 𝐻𝑧 

 

   

𝜙13
𝑛𝑢𝑚-vertical 

𝑓13
𝑛𝑢𝑚 = 3,197 𝐻𝑧 

  

 

Figure 5.5. Numerically obtained natural frequencies (𝑓𝑡
𝑛𝑢𝑚) and mode shapes (𝜙𝑡

𝑛𝑢𝑚) of pedestrian suspension 

bridge over Drava River for corresponding mode shapes t=1, …,13 
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5.3. Experimental identification of the pedestrian suspension bridge 

As a part of the experimental identification of the bridge and its elements, the following is 

included: 

▪ determination of the force magnitude of all hangers on the upstream and downstream side, 

▪ determination of the force magnitude of the main anchor cables on the right and left bank, 

▪ determination of the natural frequency of the down main cables, 

▪ determination of the natural frequencies of the pylons on the left and right bank, 

▪ determination of the dynamic parameters of the characteristic edge slab, 

▪ determination of the dynamic parameters of the characteristic slab in bridge span, 

▪ determination of the structural dynamic parameters (natural frequencies, mode shapes, 

damping ratios) during the vertical excitation caused by pedestrian random walking. 

5.3.1. Determination of the force magnitude in the hangers 

Determination of the force magnitude in the hangers is performed using the dynamic resonant 

method, measuring the natural frequencies of the transverse vibration of the hanger after the 

pulling it out from the equilibrium position. The force values in the hangers were determined 

based on the correlation between the natural frequency and the stress level. The measuring of 

the dynamic response at each hanger (total number 2x102=204) is performed using an 

accelerometer attached to it according to the boundary condition (Figure 5.6.). Starting with the 

right bank (Figure 5.7), there is a hanger numbered 1, and at the last hanger 102 on the left 

bank. 

  

a) b) 

Figure 5.6. Detailed of the hangers a) connection to the slabs b) attached accelerometer for determination of the 

natural frequency 
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Figure 5.7. Ordinal number of the hangers-a hanger no. 1 at the right bank, and at the last hanger no. 102 located 

on the left bank 

Detail description of the measurements and experimental investigation performed on the bridge 

so far is given in the following table (Table 5-3). 

Table 5-3. Plan of measurements and experimental investigation carried out on the bridge so far 

Measurement Year Description 

1 1993 After the rehabilitation of the bridge destroyed during the war 

Measurement mark [1993] 

2 2009 In March at an average daily temperature 8-10°C as part of the investigation plans 

of the bridge. 

Measurement mark [03/2009] 

3 2011 In July, at the daily average temperature 30-32°C, only on individual hangers due 

to replacement of the connecting elements. The connecting elements of hangers 

50-51 on the downstream side and the connecting elements of hangers 60-61 on 

the upstream side of the bridge have been replaced. Therefore, the forces on the 

downstream side in hangers 42-56 and the hangers 58-64 on the upstream side were 

determined.  

Measurement mark [07/2011]. 

4 2018 In November at an average daily temperature 6-8°C as part of the investigation 

plans of the bridge. 

Measurement mark [03/2009] 

5 2020 In December at an average temperature 2-5°C as a part of the investigation plans 

of the bridge. 

Measurement mark [12/2020] 

6 2022 In July at an average temperature 30°C, only on some of the hangers, due to the 

rehabilitation of concrete slabs. In addition to the hangers, the determination of the 

natural frequency is performed on the anchorage cables and down main cable 

Measurement mark [07/2022] 

7 2022 In October at an average temperature 24°C after the restauration of the bridge 

Measurement mark [10/2022] 
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5.3.1.1. Results of determination of the force magnitude in the hangers 

The results of the measured natural frequencies and the calculated force for the last 

measurement [10/2022] is given in the table A.I.1. in the Appendix I. of this thesis. The 

comparison of the measured frequencies for the measurements 1993, 03/2009, 11/2018, 

12/2020 and 10/2022 is shown on the Figure 5.8. for hangers on the upstream side of the bridge, 

while the Figure 5.9. shows the measured frequencies in hangers on the downstream side. Based 

on the measured natural frequency values (measurement 10/2022) for the upstream and 

downstream hangers, the force values are calculated based on the equation of the string theory 

vibration [235] (Eq. (5.1.)) 

𝐹𝐻,𝑛𝑜
𝑒𝑥𝑝 = 4 ∙ 𝑚′ ∙ 𝑙2 ∙ (𝑓𝐻,𝑛𝑜

𝑒𝑥𝑝 )
2
  (5.1.) 

where 𝑚′ is the cable mass in kg/m, l is the cable length in meter, 𝑓𝐻,𝑛𝑜
𝑒𝑥𝑝

 is the experimentally 

determined natural frequency in Hz. The calculated force value (𝐹𝐻,𝑛𝑜
𝑒𝑥𝑝 ) is given in the table 

A.I.1. while the graphical representation is given on the Figure 5.10. 

 
Figure 5.8. Graphical comparison of measured natural frequencies in upstream hangers for measurements 1993, 

03/2009, 11/2018, 12/2020 and 10/2022 
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Figure 5.9. Graphical comparison of measured natural frequencies in upstream hangers for measurements 1993, 

03/2009, 11/2018, 12/2020 and 10/2022 

 

Figure 5.10. Calculated force values in the hangers on the upstream and downstream side of the bridge for the 

measurement 10/2022 

Based on the Figure 5.10. the highest force values are in hangers which are located in the middle 

third of the bridge, while the lower value on the edge thirds of the bridge. Force values deviates 

significantly from the pair (downstream/upstream) can also be observed. Statistical analysis of 
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the calculated forces value in hangers for five measurement periods are given in the Table 5-4. 

Due to the change of force 07/2011, the magnitudes of the forces measure 03/2009 (downstream 

1-41 and 57-102, upstream 1-57 and 65-102) were taken into account in combination with the 

magnitudes measured in hangers from 07/2011 (downstream 42-56, upstream 58-64).  

Table 5-4. Statistical analysis (mean value, standard deviation, median, minimum, and maximum value) of the 

calculated value of force in hangers (𝐹𝐻,𝑛𝑜
𝑒𝑥𝑝

) for five measurements 10/2022, 12/2020, 11/2018, 2009/2011 and 

1993 

𝐹𝐻,𝑛𝑜
𝑒𝑥𝑝

 

[kN] 

10/2022 12/2020 11/2018 03/2009,07/2011 1993 

D U D U D U D U D U 

Mean 33,8 34,8 37,9 38,8 38,0 38,8 34,9 35,2 37,5 37,1 

St. deviation 9,3 8,7 12,8 12,1 10,8 10,6 10,3 9,2 12,7 10,7 

Median 31,0 32,7 34,8 35,7 34,6 35,9 32,7 33,1 32,8 34,2 

Min 0 0 0 0 21,6 23,2 15,3 19,0 17,9 22,7 

Max 58,6 59,9 77,6 81,2 74,5 71,9 63 60,4 80,0 73,3 

Deviation of the mean value for 

measurement 10/2022 in 

comparison to previous 

measurements [%] 

-10,8 -10,3 -11,1 -10,3 -3,2 -1,1 -9,9 -6,2 

5.3.2. Determination of the force magnitude in the anchorage cables 

Determination of the force magnitude in the main anchorage cables on the right and left bank 

are performed in the same way as on hangers. The cable vibration is excited by pulling it out 

from its equilibrium position. 

 

Figure 5.11. Positions of the main anchorage cables 

The characteristic records for four anchor cables, based on which the natural frequency values 

are determined, are shown in the Figure 5.12. 
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a)  b)  

  
c) d) 

Figure 5.12. Characteristic records of measured natural frequency on the main cable a) right bank-downstream 

(Anchorage no.1); b) right bank-upstream (Anchorage no.2); c) left bank-downstream (Anchorage no.3); d) left 

bank-upstream (Anchorage no.4) 

5.3.2.1. Results of the determination of the force magnitude in the anchorage cables 

The following table (Table 5-5.) shows the geometrical properties of the main anchorage cables, 

measured natural frequency (𝑓𝐴,𝑛𝑜
𝑒𝑥𝑝

) values and the calculated force magnitudes (𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝

) for 

measurement 10/2022. The force values (𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝

) are calculated according to the equation Eq. 

(5.1.). Also, the value of horizontal force component (𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝,30

) for an angle of 30° is calculated 

and compared in form of the relative error (Δ) with its counterpart from the previous 

measurement [12/2020]. 

Table 5-5. Geometrical characteristics, measured natural frequencies (𝑓𝐴,𝑛𝑜
𝑒𝑥𝑝

) and calculated force magnitudes 

(𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝

) in the main anchorage cables for measurement [09/2022] 

Anchorage 

no. 
L [m] A [mm2] 

𝑓𝐴,𝑛𝑜
𝑒𝑥𝑝

 𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝

 𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝,30

 Δ 

[%] 10/2022 12/2020 10/2022 12/2020 10/2022 12/2020 

1 53,40 14700 1,98 2,02 5187 5399 4492 4676 -3,93 

2 53,40 14700 2,01 2,02 5346 5399 4629 4676 -1,01 

3 53,40 14700 2,09 2,08 5780 5724 5005 4956 +0,99 

4 53,40 14700 2,09 2,09 5780 5780 5005 5005 0,00 

The calculated values of the horizontal component of the force for an angle of inclination of 

30° (𝐹𝐴
𝑛𝑢𝑚,30°) are known from the static calculation and are available in the report from March 
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2009 (number 180-92/09) of the Faculty of Civil Engineering from Zagreb. Therefore, the 

measured force values are also compared with those from the static calculation (Table 5-6.). 

The comparison is expressed in the form of the relative deviation in percentage. From the 

comparison results, there are very small deviations from the calculated values in the 

measurements 07/2022, 12/2020, 11/2018 and 03/2009.  

Table 5-6. Analysis and deviations (|∆|𝑐𝑎𝑙𝑐) of the horizontal force component of the anchorage cables (𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝,30

) 

for the five periods 10/2022, 07/2022, 12/2020, 11/2018 and 03/2009 in relation to the calculated horizontal force 

component (𝐹𝐴
𝑛𝑢𝑚,30) where Anch. No. represent the designation of the anchorage cable 

Anch. 

No. 

10/2022 07/2022 12/2020 11/2018 03/2009 

𝐹 𝐴
𝑛
𝑢
𝑚

,3
0
=

 4
8

4
5

 k
N

 

𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝,30

 

[kN] 

𝛥𝑐𝑎𝑙𝑐 

[%] 

𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝,30

 

[kN] 

𝛥𝑐𝑎𝑙𝑐 

[%] 

𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝,30

 

[kN] 

𝛥𝑐𝑎𝑙𝑐 

[%] 

𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝,30

 

[kN] 

𝛥𝑐𝑎𝑙𝑐 

[%] 

𝐹𝐴,𝑛𝑜
𝑒𝑥𝑝,30

 

[kN] 

𝛥𝑐𝑎𝑙𝑐 

[%] 

1 4492 -7,3 4582 -5,4 4676 -3,5 4492 -7,3 4492 -7,3 

2 4629 -4,4 4582 -5,4 4676 -3,5 4584 -5,4 4583 -5,4 

3 5005 +3,3 4861 +0,3 4957 +2,3 4958 +2,3 4816 -0,6 

4 5005 +3,3 4885 +0,8 5005 +3,3 5005 +3,3 4816 -0,6 

Mean 

value 
4783 -1,3 4727,5 -2,4 4828,5 -0,3 4759,8 -1,8 4676,8 -3,5 

5.3.3. Determination of the natural frequency in the down main cables 

Determination of the natural frequency in the down main tension cables upstream and 

downstream on the bridge on the left and right bank of the Drava (Figure 5.13.) is performed in 

the same way as on the previous cases (hangers and main anchor cables). The cable is excited 

by pulse excitation using a rubber hammer. 

 

Figure 5.13. Positions of main tension cables 

On the following figure (Figure 5.14.) characteristic records of the measured natural frequency 

of the down main upstream and downstream cable on the right and left bank of Drava River are 

shown. 
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a) b) 

  
c) d) 

Figure 5.14. Characteristics records of the measured natural frequency of the down main cable at the a) right bank-

downstream side; b) right bank – upstream side; c) left bank – downstream side; d) left bank – upstream side 

5.3.4. Determination of the natural frequencies of the pylons 

Determination of natural frequency of pylon was performed using two accelerometers which 

measured the acceleration in two perpendicular axes (in the direction of bridge span and 

perpendicular to it) (Figure 5.15.). The pylons were excited by randomly using a rubber 

hammer. 

 

Figure 5.15. Measurement points for determination of natural frequency of pylons 
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Based on the performed measurement characteristic frequency domain decomposition of the 

pylon’s records on the left (Figure 5.16. a, b) and right (Figure 5.16. c, d) bank the natural 

frequencies were determined (Table 5-7.). 

  
a) b) 

  

c) d) 

Figure 5.16. Characteristic record of FDD for determination of natural frequencies of pylons on the left bank a) 

left bank perpendicular to bridge b) left bank in the direction of bridge c) right bank perpendicular to bridge d) 

right bank in the direction of bridge 

Table 5-7. The natural frequency of the pylons on the left and right banks  

Orientation Perpendicular to bridge span In the direction of the bridge span 

Bank Left Right  Left  Right 

Frequency [Hz] 3,41 3,34 4,52 4,53 

5.3.5. Determination of the dynamic parameters of the characteristic edge slab 

In addition to the previously determined modal properties of the main components of the bridge, 

to determine the boundary conditions of the bridge and its connection with the bank, the 

dynamic parameters of the edge slab (Figure 5.17.) were determined. 
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a) 

 

 
c 

 
b d) 

Figure 5.17. a) Position of the characteristic edge slab for which natural frequencies and mode shapes are 

determined b) Arrangement of the measurement points (dimensions in cm) c) boundary conditions on the left bank 

d) boundary condition on the right bank 

Since it was determined by visual inspection that the bridge is supported in the same way on 

both the left (Figure 5.17. c) and right bank (Figure 5.17. d), the measurement was performed 

only on one slab on the left bank. Determination of structural dynamics parameters (natural 

frequency, mode shapes) was proposed by Frequency Domain Decomposition Methods (FDD). 

The procedure is based on singular decomposition of spectral density functions matrices 

measured during the vertical excitation caused by pedestrian random walking for 2 minutes. 

Measurement of accelerations during excitation was performed in total 13 measuring points 
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with a denser arrangement than was foreseen for the entire construction (Figure 5.17. b). The 

natural frequencies of the characteristic edge slab were determined as the resonant peaks of the 

recorded singular values of the auto spectral densities (Figure 5.18). The corresponding mode 

shapes are shown in Appendix A. III. of this thesis. 

 

Figure 5.18. Characteristic record of Enhanced Frequency Domain Decomposition (EFDD) for the determination 

–average of the normalized singular values of spectral density matrices of all data sets for characteristic edge slab 

5.3.6. Determination of the dynamic parameters of the characteristic span slab 

In order to determine the connection between typical slabs within the bridge span, determination 

of the dynamic parameters of one characteristic span slab was performed. The slab was vertical 

excited by pedestrian random walking for 2 minutes. Measurement of accelerations during 

excitation was performed in total 29 measuring points in vertical direction (Figure 5.19. b). 
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b) c) 

Figure 5.19. a) Position of the characteristic slab in bridge span for which natural frequencies and mode shapes 

are determined b) Arrangement of the measurement points (dimensions in cm) c) view on the footbridge slabs 

The natural frequencies of slab were determined as the resonant peaks of the recorded singular 

values of the auto spectral densities (Figure 5.20.). The corresponding mode shapes are shown 

in Appendix A. IV. of this thesis. The obtained natural frequencies and mode shapes of edge 

and span slab were used together with the obtained dynamic parameters of the entire bridge for 

FEMU of bridge initial numerical model (Chapter 5.2.). 

 

Figure 5.20. Characteristic record of Enhanced Frequency Domain Decomposition (EFDD) for the determination 

–average of the normalized singular values of spectral density matrices of all data sets for characteristic edge slab
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5.3.7. Determination of the structural dynamic parameters 

Determination of structural dynamics parameters (natural frequency, mode shapes, damping 

ratio) was proposed by Frequency Domain Decomposition methods (FDD). Measurement of 

accelerations during vertical excitation caused by random pedestrian walking was performed 

on the downstream (node 201-301) and upstream (node 1-101) side on the bridge in odd 

numbered nodes as indicated and highlighted on Figure 5.21. 

 

Figure 5.21. Measurement points for determination of structural dynamics parameters of suspension bridge 

The structural response was measured in total 100 nodes (50 nodes on each bridge side-

upstream and downstream) in two perpendicular directions (x, z), which contains a total of 200 

measuring degrees of freedom during the five minutes. The first measuring node is located 

starting from the right bank (node 1 and 201), and the last on the left bank (node 101 and 301). 

 

Figure 5.22. Measuring points for determination of structural dynamics parameter in Lab PULSE 
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The natural frequencies were determined as the resonant peaks of the recorded of singular 

values of the auto spectral densities (Figure 5.23.). 

 

Figure 5.23. Characteristic record of Enhanced Frequency Domain Decomposition (EFDD) for the determination 

–average of the normalized singular values of spectral density matrices of all data sets 

The damping ratios were determined using an Enhanced Frequency Domain Decomposition 

(EFDD) method. Near the resonance peak, i.e., the natural frequency, the power spectral density 

function of a single degree of freedom (DOF) system is defined. The eigenvectors around the 

resonance peak are compared with the eigenvector of the resonance peak itself using the MAC 

factor). If the value of the MAC factor is large enough, meaning that the eigenvectors match 

well, the individual singular value is included in the function of the single DOF system. In this 

way, a certain function of a single DOF system function is restored to the time domain by 

Inverse Discrete Fourier Transformation (IDFT), and the damping coefficient is determined 

from it by logarithmic decrement. The experimentally determined mode shapes and damping 

coefficients with corresponding natural frequencies are shown on the following figure (Figure 

5.24). 
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𝜙2
𝑒𝑥𝑝
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𝜙7
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𝜙12
𝑒𝑥𝑝

 – Vertical/ Z; 𝑓12
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= 3,313 ± 0,02 Hz; 𝜁13
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= 0,701 ± 0,32 

 

Figure 5.24. Experimentally determined natural frequency (𝑓𝑡
𝑒𝑥𝑝

) and damping ratio (𝜁𝑡
𝑒𝑥𝑝

) of the pedestrian 

suspension bridge over Drava River with their standard deviation (𝜎𝑡
𝑓
, 𝜎𝑡

𝜁
) for corresponding mode shapes (𝜙𝑡

𝑒𝑥𝑝
) 

(𝑡 = 1,… ,13) 

Determined dynamic parameters describe the global behaviour of the bridge and represent the 

initial measured values. The presented results reflect the expected mode shapes with respect to 

the suspension bridge system and they can serve as a basis for the future measurements (natural 

frequencies, damping coefficients and mode shapes). The obtained dynamic parameters serve 

as a basis for developing/updating a numerical model to better represent the actual behaviour 

of the structure. The next chapter describes the comparison between the bridge behaviour 

predicted by numerical model and its actual behaviour, sensitivity analysis and the updating of 

the bridge model based on the conventional and GT FEMU method. 

5.4. Comparison between the initial FE model and experimental test results 

In order to assess both the performance of the initial numerical model and the accuracy of the 

predictions of the numerical model, a comparative analysis was performed. Herein the 

correlation analysis was performed based on the Eq. (1.1.) for natural frequencies, and the Eq. 

(1.3.) for the mode shapes. The results of the analysis are shown in the following Table 5-8. 

The results of the comparison indicate that the deviations for the initial numerical model are 

not significant, but it is still possible to achieve better matches with the experimentally obtained 

results in order to reduce the relative difference of natural frequencies and increase the value of 

the MAC coefficient. 
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Table 5-8. Comparison of the pedestrian suspension bridge modal parameters predicted by initial numerical model 

and its actual modal parameters based on the absolute relative difference between the natural frequency values 

(∆ft) and modal assurance criterion MAC (ϕt
exp

, ϕt
num) 

Mode shape 

t 

𝑓𝑡
𝑛𝑢𝑚 

[Hz] 

𝑓𝑡
𝑒𝑥𝑝

 

[Hz] 

|∆𝑓𝑡| 

[%] 

MAC (𝜙𝑡
𝑒𝑥𝑝

,𝜙𝑡
𝑛𝑢𝑚) 

[/] 

1 0,335 0,337 -0,46 0,995 

2 0,569 0,587 -3,07 0,967 

3 0,862 0,850 -0,94 0,960 

4 1,170 1,013 15,50 0,937 

5 1,142 1,150 -0,70 0,845 

6 1,530 1,400 9,29 0,870 

7 1,694 1,663 1,86 0,964 

8 1,791 1,925 -6,96 0,802 

9 2,061 2,188 -5,80 0,974 

10 2,582 2,475 4,34 0,967 

11 2,661 2,737 -2,78 0,953 

12 2,881 3,037 -5,14 0,812 

13 3,197 3,313 -3,50 0,943 

Therefore, it is necessary to improve the numerical model via FEMU. This was performed using 

the previously presented EGT model and, in addition, using the conventional MO optimization 

method based on the computation of the Pareto front and the subsequent decision-making 

problem. The accuracy of the solution and required computational time have been compared to 

confirm the possibility of using the EGT model for FEMU of real case complex structures and 

their high fidelity FEM. 

5.5. Sensitivity analysis and sorting variables in strategy space 

The selection of the most relevant updating parameter is performed using the sensitivity 

analysis (Figure 5.25.). As selection criteria, the ratio between the modal strain energy 

associated with the physical parameters and the overall MSE of the structure has been 

considered. In the first step of the selecting process the 17 parameters were selected. Following 

the sensitivity analysis instead of the initially selected 17 parameters, 13 of them were selected 

as updating parameters 𝜃 = [𝜃1, 𝜃2,  𝜃3,  𝜃4,  𝜃5,  𝜃6,   𝜃7,  𝜃8,  𝜃9,  𝜃10,  𝜃11,  𝜃12,  𝜃13]: (1) 

Young modulus of elasticity of the concrete elements - 𝜃1 [GPa]; (2) stiffness of the connection 

between the concrete elements - 𝜃2 [N/m]; (3) down main cable tension force - 𝜃3 [N]; (4) 

hangers tension force - 𝜃4 − 𝜃7 [N]; (5) Young modulus of elasticity of handrail elements - 𝜃8 

[GPa]; (6) stiffness of the connection between the slabs and down main cables - 𝜃9 [N/m,]; (7) 

upper main cable tension force – 𝜃10 − 𝜃13 [N].  
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Figure 5.25. Results of sensitivity analysis performed on the pedestrian suspension bridge finite element model 

for initial selected (𝜃1,…,17
𝑖 ) 17 updating parameters 

To constraint defined optimization problem and guarantee the physical meaning of the updated 

numerical model, a search domain has been included by defining the lower 𝜽𝒍 and upper 𝜽𝒖 

bounds of the updating parameters. The constraints are defined as follows: 𝜽𝒍 =

[0,9  0,1  0,8  0,6  0,6  0,6  0,6  0,9  0,8   0,8  0,8  0,8  0,8] and 𝜽𝒖 = [1,1  2,0  1,2  1,1  1,25  1,5  

1,8  1,1  1,2  1,2  1,2  1,2  1,2]. After performing the selection of the updating parameters, the 

strategy space of each natural frequency and mode shape residuals was defined using the sorting 

partition method described in the Chapter 3.3.2. According to the sorting method each of 

residuals was optimized. The impact index, space distance and space moment were computed 

(Table 5-9.). According to the mentioned partition rules the strategy space of natural frequency, 

𝑆𝑓 = {𝜃1, 𝜃2, 𝜃3, 𝜃4, 𝜃5, 𝜃6, 𝜃7, 𝜃8, 𝜃9, 𝜃11} and mode shape, 𝑆𝑚𝑠 = {𝜃10, 𝜃12, 𝜃13} are 

determined. 

Table 5-9. Impact index, space distance, space moment, threshold moment and ranking of all design variables 

Design 

variable 

𝑓1(𝜽) 𝑓2(𝜽) Mo(j) 
Δ(j,1) d(j,1) ranking Δ(j,2) d(j,2) ranking 

𝜃1 0,167079 0,011533 2 0,001949 0,988467 13 0,001927 

𝜃2 0,028306 0,007474 3 0,000213 0,992526 12 0,000212 

𝜃3 0,127159 0,007487 8 0,000959 0,992513 10 0,000952 

𝜃4 0,102041 0,021810 7 0,002275 0,978190 4 0,002225 

𝜃5 0,085072 0,007828 6 0,000671 0,992172 1 0,000666 

𝜃6 0,056743 0,007762 9 0,000444 0,992238 11 0,000440 

𝜃7 0,042473 0,007749 5 0,000332 0,992251 5 0,000329 

𝜃8 0,162901 0,007690 11 0,001262 0,992310 9 0,001253 

𝜃9 0,130084 0,007826 1 0,001026 0,992174 6 0,001018 

𝜃10 0,098141 0,909880 4 0,990868 0,090120 7 0,089297 

𝜃11 0,081163 0,008112 10 0,000664 0,991888 8 0,000658 

𝜃12 0,054809 0,955779 12 1,184629 0,044221 3 0,052385 

𝜃13 0,041264 0,963481 13 1,088681 0,036519 2 0,039757 
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5.6. Solution of the MO FEMU problem based on the conventional optimization methods 

To validate the computational efficiency of the EGT model when it deals with the high fidelity 

FEMU MO optimization problem of complex structures such as suspension bridge, the FEMU 

is also performed using the conventional method. As in the previous example of the laboratory 

bridge model, HS algorithm has been considered. The updating process was performed linking 

a FE analysis software Ansys [229] with a mathematical software Matlab [234]. 

The following parameters of the HS algorithm were established to perform the optimization 

process: population size PS=50; maximum number of iterations 𝐼𝑚𝑎𝑥=100; objective function 

tolerance 𝑡𝑜𝑓 = 1 ∙ 10−4; new population size 𝑃𝑠,𝑛𝑒𝑤 = 25; harmony memory pitch adjustment 

𝐻𝑀𝐶𝑅 = 0,9 and pitch adjusting rate 𝑃𝐴𝑅 = 0,3. As a result of this updating problem, Figure 

5.26. shows the Pareto front of the two residuals of the MO function. Additionally, the “knee 

point” of this Pareto front (the most balanced solution) has been included in the Figure. 

Therefore, the “knee point” is computed as θMOA_HS_PSBO
*

= [0,9972  0,8895  1,0588  1,0308  

0,8689  1,2284  1,7534  1,0462  0,8199  1,0219  1,0084  0,9966  1,0013] that correspond to the 

following values of the numerical model properties [32,908  8,89∙109  1376,447  36,124  30,450  

43,050  61,450  219,706  1,721∙1011  4864,130  4799,919  4744  4768,383]. The computational 

time required by HS to solve the MO FEMU problem of the pedestrian suspension bridge was 

recorded 𝑡𝐻𝑆_𝑃𝑆𝐵𝑂 = 192 783 s. 

5.7. Solution of the FEMU problem based on the EGT model 

Based on its successful application, its efficiency and accuracy of solution when it is used to 

solve the MO FEMU problem of simple laboratory bridge model, the EGT model is selected 

for solving the complex pedestrian suspension bridge high-fidelity FEMU problem.  

The selected game model starts from the initial strategy 𝜃𝑖𝑛𝑖𝑡𝑖𝑎𝑙_𝑃𝑆𝐵𝑂
0 =

[1  1  1  1  1  1  1  1  1  1  1  1  1] while the calculation is performed until the convergence 

criterion is met (Eq. (3.12.)) which is set at 𝜉 = 0,001. The degree of the cooperation was 

established as w11= w22= w12= w21= 0,5 according to the rules described in the Chapter 3.3.4. 

In the round in which the convergence criterion is reached, the optimal values of updating 

parameters reach the following values: θEGT_PSBO
*

= [0,9997  0,8917  1,0585  1,0305  0,8686  

1,2281  1,7530  1,0488  0,8219  1,0221  1,0086  0,9969  1,0020] that correspond to the following 

values of the numerical model properties [32,991  8,92∙109  1376,103  36,115  30,442  43,039  

61,434  220,256  1,732∙1011  4865,346  4801,119  4745,186  4769,575]. The computational 
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time required by EGT model to solve the MO FEMU problem of the pedestrian suspension 

bridge was 𝑡𝐸𝐺𝑇_𝑃𝑆𝐵𝑂 = 89 758 s. 

5.8. Discussion of the results 

To compare the results obtained using conventional and proposed method for MO FEMU 

optimization problems, the following comparison criteria have been considered: the accuracy 

of the solution and the computational time required to compute the FEMU solution. The Figure 

5.26. graphically compares the optimal solution provided by conventional and EGT model 

based method. 

 

Figure 5.26. Comparison of the “knee” point obtained based on the Pareto front (conventional method) with the 

position of the optimal solution obtained using EGT model 

According to the comparison illustrates on the Figure 5.26. it can be remarked that the solution 

provided by EGT model is near the best optimal solution provided by the conventional method, 

i.e., “knee point” as it was shown in the example of the laboratory bridge model. On the other 

hand, the computational time required to perform the updating process according to two 

methods can me computed as: 𝑡𝐻𝑆_𝑃𝑆𝐵𝑂 = 192 780  s for conventional HS method and 

𝑡𝐸𝐺𝑇_𝑃𝑆𝐵𝑂 = 89 758 s for EGT model. Based on those two comparison criteria, it can be 

concluded that the GT method can be successfully used to solve the MO FEMU optimization 

problem of high-fidelity model of complex type of structures such as the suspension bridge 

according to ML method. The computational time required to perform the high fidelity FEMU 

process can be significantly reduced without compromising the solution. This is ensured by 

direct determination of the “knee point” by using the GT without the necessity of computing 

the complete Pareto optimal front. 

The numerical natural frequencies and associated mode shapes MAC factor of the updated 

model of the suspension bridge considering the updated physical parameters provided by the 

conventional HS and GT method are shown in the Table 5-10. 
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Table 5-10. Correlation between experimental and updated natural frequencies and mode shapes using 

conventional HS optimization and EGT model  

Mode  

t 

𝑓𝑡
𝑒𝑥𝑝

 

[Hz] 

𝑓𝑡
𝑢𝑝𝑑,𝐻𝑆

 

[Hz] 

∆𝑓𝑡
𝐻𝑆 

[%] 

𝑓𝑡
𝑢𝑝𝑑,𝐸𝐺𝑇

 

[Hz] 

∆𝑓𝑡
𝐸𝐺𝑇  

[%] 

𝑀𝐴𝐶 𝑡
𝐻𝑆 

[/] 

𝑀𝐴𝐶 𝑡
𝐸𝐺𝑇 

[/] 

1 0,337 0,335 -0,46 0,334 -0,89 0,997 0,997 

2 0,587 0,596 1,53 0,597 1,70 0,985 0,984 

3 0,850 0,842 -0,94 0,843 -0,82 0,984 0,984 

4 1,013 1,025 1,18 1,025 1,18 0,954 0,954 

5 1,150 1,142 -0,70 1,141 -0,78 0,986 0,987 

6 1,400 1,386 -1,01 1,384 -1,14 0,982 0,982 

7 1,663 1,634 -1,74 1,635 -1,68 0,957 0,957 

8 1,925 1,896 -1,51 1,898 -1,40 0,972 0,971 

9 2,188 2,215 1,23 2,223 1,60 0,996 0,996 

10 2,475 2,427 -1,94 2,425 -2,02 0,987 0,987 

11 2,737 2,692 -1,64 2,692 -1,64 0,993 0,993 

12 3,037 3,054 0,56 3,042 0,16 0,964 0,964 

13 3,313 3,258 -1,65 3,269 -1,33 0,993 0,992 

The good performance of the solution provided by the GT method when it is implemented for 

solving the MO FEMU optimization problem of high-fidelity model of complex structures is 

illustrated in Table 5-10. Both the relative differences and the MAC factors provided by the 

EGT method are similar to the ones obtained by the conventional optimization algorithm when 

the high fidelity FEMU problem is considered. 



6. CONCLUSIONS AND FUTURE RESEARCH 

 

 

96 

 

 

 

 

 

Chapter 6. Conclusion and future research 

In this work, the feasibility of using game theory as a computational tool to improve the 

resolution of the updating problem based on the maximum likelihood method has been analysed 

in detail. obtained from this research work as summarized in Section 6.1, while Section 6.2. 

discusses recommendations for future research to solve the outstanding problems. 

6.1. Conclusions 

This research presents the possibility of solving the updating problem of complex civil 

engineering structures (bridges) using a deterministic approach based on the implementation of 

game theory as computational tool to solve the maximum likelihood FEMU problem. The 

FEMU problem can be formulated, according to the maximum likelihood method, as an 

optimization problem. Thus, the implementation of game theory to cope with the updating 

problem involves the transformation of this optimization problem into a game theory problem. 

In this manner, the effectiveness (accuracy and computational time) of different game models 

(NCGT, CGT, EGT) in this research are implemented to solve the updating problem and results 

have been compared. Two different levels of case studies complexity have been compared: a 

simple finite element model corresponding to a laboratory footbridge and a high fidelity finite 

element model corresponding a complex suspension bridge. Additionally, the performance of 

the proposal has been compared with the results obtained via the implementation of a 

conventional finite element model updating based on the maximum likelihood method. 

Harmony search has been considered in this case as nature-inspired computational algorithm. 

Thus, the following conclusion can be drawn as result of this research study: 

▪ GT has proven to be a valuable mathematical discipline that is used to successfully solve 

various types of optimisation problems in other scientific fields (economy, politics, etc). 

In this research GT has been adopted as computational tool to improve the performance 

of solving the FEMU optimization problems. It has been proven that by defining the 

objective functions as a utility function, imitating their residuals (natural frequencies 
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and mode shapes) as players, and finding an equilibrium point for which the solution is 

satisfactory to both players. The hypothesis of the research was validated through two 

case studies (simple and high-fidelity), and it was proven by reducing the computational 

time without compromising the accuracy of the solution. 

▪ The transformation of the SO FEMU optimization problem is based on defining the so-

called weighted objective function instead of the classical one. This procedure does not 

require performing the analysis of the influence of different weights on the optimization 

results. The weight values are incorporated in the optimization process which 

contributes that the SO problem can be successfully solved using GT, resulting in a 

lower computational time and in satisfying the solution which is near the optimal 

solution obtained by the conventional method. When comparing the conventional and 

GT SO optimization problems the absolute relative difference of natural frequencies are 

slightly higher while MAC factors are the same. The obtained solution is still optimal 

and lies within solution domain. The previous conclusion confirms the first part of the 

hypothesis. The part related to the better agreement with the results of experimental tests 

is unconfirmed when comparing the GT and conventional method. 

▪ The MO FEMU problem is formulated as a GT problem considering the three different 

game models: NCGT, CGT and EGT. The key technology of the transforming the MO 

problem into the game problem is to divide the variable set (updating parameters) into 

each player’s (natural frequency, mode shape) strategy space using the sorting partition 

method. Considering three different game models: NCGT, CGT, and EGT it was 

concluded that the solution provided by using GT and conventional MO approach is 

similar. It was remarked that the solution provided by EGT model is better than the 

other GT models as it is located the nearest to the “knee point”. On the other hand, the 

CGT model required lower computational time to perform the updating process. When 

considering both criteria (computational time and accuracy) it can be concluded based 

on the analysis performed on the laboratory bridge case study, that the EGT model is 

the best option to perform the MO FEMU. Comparing the absolute relative difference 

of the natural frequencies and MAC factors, it can be concluded that the implementation 

of GT to solve the MO optimization problem leads to almost the same values obtained 

using the conventional methods. The difference between the dynamic parameters of the 

structure predicted by numerical model and the experimentally obtained is not reduced. 

As previously discussed, first part of the hypothesis is confirmed, while the part related 
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to the better agreement with the results of experimental test is unconfirmed. 

▪ When comparing the GT solution of FEMU based on the SO function (CGT model) and 

MO function (EGT model) it can be concluded that the solution obtained by EGT is the 

nearest to the best optimal solution (“knee point”) obtained using the conventional 

method. This conclusion is based on the results obtained by performing the FEMU of 

the simple laboratory bridge case study. The solution obtained using the SO approach 

and CGT model is an optimal, but not the best solution (it lies on the Pareto optimal 

front, but far from the best “knee point”). This indicates and confirms that combining 

the maximum likelihood MO approach with the EGT model is the best option to perform 

the FEMU of the simple model such as the laboratory bridge observed in this research. 

▪ The application of the proposed MO FEMU optimization using the EGT model to solve 

a high fidelity FEMU optimization problem of pedestrian suspension bridges confirms 

its application. Moreover, when the obtained results are compared with those of the 

conventional method, it can be observed that EGT model leads to a solution that is very 

close to the best optimal solution, resulting in a significantly shorter computational time. 

Furthermore, the absolute relative differences of the natural frequencies and the MAC 

factors are almost the same when using the EGT model and the conventional method. 

This conclusion is based on the analysis of the results obtained from the FEMU of 

pedestrian suspension bridge, which is characterized by low stiffness and, consequently, 

low frequencies and large displacements due to environmental effects. 

6.2. Recommendations for future research 

Although the application of game theory in the finite element model updating through use of 

the deterministic maximum likelihood method has proven to be very efficient in this research, 

based on the results of its application in solving simple and high fidelity FEMU optimization 

problems, it is possible to formulate some principle issues that can be addressed in further 

research 

▪ Despite the high efficiency shown by the GT method, there is a possible inconsistency 

in the solution due to the isolation of each player in its local domain. To tackle this 

problem, further studies need to improve the accuracy of the GT method by using a 

domain decomposition method. 

▪ The solution obtained using SO optimization and GT results in a lower calculation time 
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but gives a solution that is far away from the best optimal solution (“knee point”). For 

further research it is recommend to improve the performance of the SO optimization 

based on GT in order to improve the accuracy of the solution. 

▪ Since GT has proven to be very efficient in handling the simple and high-fidelity FEMU 

optimization problem under the deterministic maximum likelihood method, it is 

recommended for further studies to include the uncertainties in the updating process 

using the stochastic FEMU methods combining it with the advantages of GT.  

▪ The objective function is usually defined as the residuals between the experimental and 

numerical modal properties. For this purpose, the natural frequencies and the associated 

mode shapes are considered. To define the mode shape residual, the Modal Assurance 

Criterion is normally used. For practical application, this criterion has a clear 

disadvantage, namely the large difference between the values of the two residuals 

mentioned. To overcome this limitation, it is recommended that further research be 

conducted to analyse the influence of different mode shape residual criteria on the 

updating of civil engineering structures. 

▪ In this research FEMU is based on ambient data. When considering such a FEMU, the 

low amplitude of the associated vibrations typically leads to the identification of a small 

number of linear elastic properties what represent the problem for nonlinear systems. 

For this reason, it is recommended that the application of the GT and the aforementioned 

procedure be tested taking into account the results of static tests or other data and 

information about the actual structural behaviour (SHM, strain, displacements, etc). 

▪ Due to the availability of data on the force values in the individual hangers, it is 

recommended for future research to include another residual value in the objective 

function. This residual will cover the difference between the numerically predicted force 

values in the hangers and the values determined based on the measured natural 

frequencies. It should be noted that this creates a system of underdetermined equations 

whose solution requires the use of other types of FEMU methods suitable for such 

problems. 
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A. Appendix 

A. I. Measured natural frequencies and calculated force value in hangers 

Table A. I. 1. Geometrical characteristics (length-L, Acs-cross section) measured natural frequencies (𝑓𝐻,𝑛𝑜
𝑒𝑥𝑝

 ; no= 

1,2, …102) and calculated force values (𝐹𝐻,𝑛𝑜
𝑒𝑥𝑝

 ; no= 1,2, …102) in hangers for measuring 10/2022 

Hanger 

no 
L(m) 

Acs [mm2] 𝑓𝐻,𝑛𝑜
𝑒𝑥𝑝

[Hz] 𝐹𝐻,𝑛𝑜
𝑒𝑥𝑝

[kN] 

Downstream Upstream Downstream Upstream Downstream Upstream 

1 27,30 238,35 211,85 2,04 2,64 23,66 39,62 

2 24,60 238,35 211,85 2,70 2,53 33,65 29,54 

3 24,10 238,35 211,85 2,70 3,03 32,29 40,67 

4 22,90 238,35 211,85 2,92 2,81 34,10 31,58 

5 22,50 238,35 211,85 2,86 2,86 31,58 31,58 

6 21,30 211,85 238,35 2,81 3,14 24,29 30,32 

7 20,90 238,35 238,35 2,97 2,86 29,39 27,25 

8 19,70 238,35 211,85 3,25 3,30 31,27 32,23 

9 19,30 238,35 211,85 2,97 3,58 25,06 36,41 

10 18,20 238,35 238,35 3,91 3,52 38,62 31,30 

11 17,90 238,35 238,35 3,47 3,25 29,43 25,81 

12 16,80 238,35 211,85 3,91 3,74 32,91 30,11 

13 16,50 238,35 211,85 3,80 4,29 29,98 38,22 

14 15,50 238,35 238,35 5,18 4,46 49,17 36,45 

15 15,10 238,35 238,35 4,07 3,91 28,81 26,59 

16 14,20 238,35 238,35 4,35 4,18 29,10 26,87 

17 13,90 211,85 238,35 4,90 4,62 31,45 27,96 

18 13,00 238,35 211,85 4,79 5,51 29,57 39,13 

19 12,70 211,85 238,35 5,62 4,57 34,53 22,84 

20 11,90 238,35 211,85 5,78 5,78 36,08 36,08 

21 11,60 238,35 238,35 5,18 5,73 27,54 33,70 

22 10,80 238,35 238,35 5,95 5,73 31,50 29,21 

23 10,60 238,35 238,35 6,06 5,84 31,47 29,23 

24 9,80 238,35 211,85 6,77 7,10 33,57 36,93 

25 9,60 238,35 238,35 6,33 6,22 28,17 27,19 

26 8,90 238,35 238,35 7,76 7,49 36,38 33,89 

27 8,70 238,35 238,35 7,21 7,43 30,01 31,87 

28 8,10 238,35 238,35 8,75 8,86 38,31 39,28 

29 7,90 238,35 238,35 7,60 7,21 27,49 24,75 

30 7,30 238,35 238,35 10,52 9,85 44,98 39,44 

31 7,10 238,35 238,35 7,93 8,86 24,18 30,18 

32 6,60 238,35 238,35 11,07 11,67 40,71 45,25 

33 6,50 238,35 238,35 8,81 9,19 25,01 27,22 

34 6,00 238,35 238,35 13,49 12,55 49,97 43,25 
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Hanger 

no 
L(m) 

Acs [mm2] 𝑓𝐻,𝑛𝑜
𝑒𝑥𝑝

[Hz] 𝐹𝐻,𝑛𝑜
𝑒𝑥𝑝

[kN] 

Downstream Upstream Downstream Upstream Downstream Upstream 

35 5,90 238,35 238,35 10,90 10,24 31,54 27,84 

36 5,50 238,35 238,35 14,37 15,64 47,64 56,44 

37 5,30 238,35 238,35 11,29 11,89 27,31 30,29 

38 5,00 238,35 238,35 16,30 16,41 50,66 51,35 

39 4,90 238,35 238,35 11,78 14,15 25,41 36,67 

40 4,60 238,35 238,35 18,44 18,39 54,88 54,58 

41 4,50 238,35 238,35 14,09 12,88 30,66 25,62 

42 4,30 238,35 238,35 20,31 20,20 58,17 57,54 

43 4,20 238,35 238,35 16,46 15,80 36,45 33,59 

44 4,00 238,35 238,35 22,74 23,12 63,11 65,23 

45 4,00 238,35 238,35 15,36 18,55 28,79 41,99 

46 3,80 238,35 238,35 24,99 24,17 68,78 64,34 

47 3,80 238,35 238,35 17,62 18,39 34,19 37,25 

48 3,70 238,35 238,35 22,74 24,44 53,99 62,37 

49 3,70 238,35 238,35 22,41 18,61 52,44 36,16 

50 3,60 238,35 238,35 26,81 26,87 71,05 71,37 

51 3,60 238,35 238,35 22,68 22,08 50,85 48,19 

52 3,60 238,35 238,35 21,36 24,39 45,10 58,80 

53 3,60 211,85 238,35 24,06 23,67 50,86 49,22 

54 3,70 238,35 238,35 22,35 18,00 52,16 33,83 

55 3,70 238,35 238,35 24,83 26,32 64,38 72,33 

56 3,80 238,35 238,35 17,62 23,56 34,19 61,13 

57 3,80 238,35 238,35 24,11 19,98 64,02 43,97 

58 4,00 238,35 238,35 15,97 18,44 31,12 41,50 

59 4,00 211,85 238,35 20,81 18,66 46,97 37,77 

60 4,20 238,35 238,35 14,97 17,67 30,15 42,01 

61 4,30 238,35 238,35 20,04 20,04 56,64 56,64 

62 4,50 238,35 211,85 14,53 18,83 32,61 54,76 

63 4,60 211,85 211,85 16,24 19,76 37,83 56,01 

64 4,90 238,35 211,85 11,73 14,64 25,20 39,25 

65 5,00 211,85 211,85 17,18 14,04 50,02 33,41 

66 5,30 211,85 238,35 12,06 12,61 27,70 30,28 

67 5,50 238,35 238,35 13,65 14,70 42,99 49,86 

68 5,90 238,35 238,35 10,79 11,40 30,91 34,50 

69 6,00 238,35 238,35 13,27 11,62 48,35 37,07 

70 6,50 238,35 238,35 9,80 10,30 30,95 34,19 

71 6,60 238,35 238,35 11,78 10,68 46,10 37,90 

72 7,10 238,35 238,35 8,15 9,19 25,54 32,47 

73 7,30 238,35 238,35 10,07 9,63 41,22 37,69 

74 7,90 238,35 238,35 7,49 7,87 26,70 29,48 

75 8,10 238,35 238,35 7,98 8,59 31,87 36,93 

76 8,70 238,35 238,35 7,10 7,16 29,10 29,60 

77 8,90 238,35 238,35 8,09 7,43 39,54 33,35 

78 9,60 238,35 238,35 6,44 6,61 29,15 30,71 

79 9,80 211,85 238,35 7,54 6,55 37,01 27,93 

80 10,60 238,35 238,35 5,06 5,95 21,94 30,34 

81 10,80 238,35 238,35 6,39 6,33 36,33 35,65 

82 11,60 238,35 238,35 4,95 5,12 25,15 26,90 

83 11,90 238,35 238,35 6,00 5,62 38,88 34,11 

84 12,70 238,35 238,35 4,51 4,90 25,02 29,54 



APPENDIX 

 

 

102 

 

Hanger 

no 
L(m) 

Acs [mm2] 𝑓𝐻,𝑛𝑜
𝑒𝑥𝑝

[Hz] 𝐹𝐻,𝑛𝑜
𝑒𝑥𝑝

[kN] 

Downstream Upstream Downstream Upstream Downstream Upstream 

85 13,00 238,35 238,35 5,23 4,95 35,26 31,58 

86 13,90 238,35 211,85 3,96 5,01 23,11 36,99 

87 14,20 211,85 211,85 5,23 4,95 37,39 33,49 

88 15,10 211,85 211,85 3,80 4,62 22,32 32,99 

89 15,50 238,35 211,85 5,51 5,18 55,63 49,17 

90 16,50 238,35 238,35 1,65 2,15 5,65 9,60 

91 16,80 238,35 238,35 4,24 4,13 38,70 36,72 

92 17,90 238,35 238,35 3,52 3,52 30,28 30,28 

93 18,20 238,35 238,35 3,14 3,63 24,91 33,29 

94 19,30 211,85 238,35 3,52 3,14 31,29 24,90 

95 19,70 238,35 238,35 3,30 3,36 32,23 33,42 

96 20,90 238,35 211,85 3,03 3,03 30,59 30,59 

97 21,30 238,35 238,35 3,03 3,03 31,77 31,77 

98 22,50 238,35 238,35 2,64 2,42 26,91 22,61 

99 22,90 211,85 238,35 2,97 3,41 31,36 41,34 

100 24,10 238,35 238,35 2,92 2,81 37,77 34,98 

101 24,60 211,85 211,85 2,59 2,75 27,52 31,03 

102 27,30 238,35 238,35 2,31 2,31 30,33 30,33 
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A. II. The force values in the upper main cables 

 

Figure A.II.1. Equilibrium of the force values in upper main cable nodes 

Table A. II. 1. The force values in the upper main cable on the downstream bridge side 

Node 
Angle cos (angle) Force 

𝛼1 𝛼2 𝛼3 𝛼4 𝛼1 𝛼2 𝛼3 𝛼4 FUMC 𝐹𝐻,3
𝑒𝑥𝑝

 𝐹𝐻,2
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′  

1 18,13 17,56 84,99 85,77 0,950 0,953 0,087 0,074 4919,82 32,29 33,65 4904,76 

                  FUMC 𝐹𝐻,5
𝑒𝑥𝑝

 𝐹𝐻,4
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

2 17,56 16,47 84,75 85,05 0,953 0,959 0,092 0,086 4904,76 31,58 34,10 4876,73 

                  FUMC 𝐹𝐻,7
𝑒𝑥𝑝

 𝐹𝐻,6
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

3 16,47 15,89 84,50 84,65 0,959 0,962 0,096 0,093 4876,73 29,39 24,29 4861,97 

                  FUMC 𝐹𝐻,9
𝑒𝑥𝑝

 𝐹𝐻,8
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

4 15,89 15,27 84,04 84,30 0,962 0,965 0,104 0,099 4861,97 25,06 31,27 4848,04 

                  FUMC 𝐹𝐻,11
𝑒𝑥𝑝

 𝐹𝐻,10
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

5 15,27 14,46 83,50 83,78 0,965 0,968 0,113 0,108 4848,04 29,43 38,62 4831,2 

                  FUMC 𝐹𝐻,13
𝑒𝑥𝑝

 𝐹𝐻,12
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

6 14,46 14,01 83,00 93,27 0,968 0,970 0,122 -0,057 4831,2 29,98 32,91 4827,44 

                  FUMC 𝐹𝐻,15
𝑒𝑥𝑝

 𝐹𝐻,14
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

7 14,01 13,10 82,30 82,60 0,970 0,974 0,134 0,129 4827,44 28,81 49,17 4811,89 

                  FUMC 𝐹𝐻,17
𝑒𝑥𝑝

 𝐹𝐻,16
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

8 13,10 12,37 81,74 81,85 0,974 0,977 0,144 0,142 4811,89 31,45 29,10 4797,85 

                  FUMC 𝐹𝐻,19
𝑒𝑥𝑝

 𝐹𝐻,18
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

9 12,37 11,67 80,98 81,09 0,977 0,979 0,157 0,155 4797,85 34,53 29,57 4784,69 

                  FUMC 𝐹𝐻,21
𝑒𝑥𝑝

 𝐹𝐻,20
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

10 11,67 10,99 80,11 80,28 0,979 0,982 0,172 0,169 4784,69 27,54 36,08 4774,82 

                  FUMC 𝐹𝐻,23
𝑒𝑥𝑝

 𝐹𝐻,22
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

11 10,99 10,44 79,04 79,34 0,982 0,983 0,190 0,185 4774,82 31,47 31,50 4766,31 

                  FUMC 𝐹𝐻,25
𝑒𝑥𝑝

 𝐹𝐻,24
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

12 10,44 9,57 77,86 78,16 0,983 0,986 0,210 0,205 4766,31 28,17 33,57 4754,98 

                  FUMC 𝐹𝐻,27
𝑒𝑥𝑝

 𝐹𝐻,26
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

13 9,57 8,90 76,61 76,91 0,986 0,988 0,232 0,226 4754,98 30,01 36,38 4747,5 

                  FUMC 𝐹𝐻,29
𝑒𝑥𝑝

 𝐹𝐻,28
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

14 8,90 8,05 75,19 76,00 0,988 0,990 0,256 0,242 4747,5 27,49 38,31 4740,19 

                  FUMC 𝐹𝐻,31
𝑒𝑥𝑝

 𝐹𝐻,30
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

15 8,05 7,47 73,13 73,83 0,990 0,992 0,290 0,278 4740,19 24,18 44,98 4740,05 

                  FUMC 𝐹𝐻,33
𝑒𝑥𝑝

 𝐹𝐻,32
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

16 7,47 6,75 71,82 72,49 0,992 0,993 0,312 0,301 4740,05 25,01 40,71 4737,88 

                  FUMC 𝐹𝐻,35
𝑒𝑥𝑝

 𝐹𝐻,34
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

17 6,75 5,92 69,47 70,18 0,993 0,995 0,351 0,339 4737,88 31,54 49,97 4737,15 

                  FUMC 𝐹𝐻,37
𝑒𝑥𝑝

 𝐹𝐻,36
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

18 5,92 5,20 67,58 67,78 0,995 0,996 0,381 0,378 4737,15 27,31 47,64 4739,22 

                  FUMC 𝐹𝐻,39
𝑒𝑥𝑝

 𝐹𝐻,38
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

α 
node

α α 
α 

FUMC

F UMC

F H.no FH.no+1

1

23
4

exp exp
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19 5,20 4,45 65,71 65,32 0,996 0,997 0,411 0,418 4739,22 25,41 50,66 4744,22 

   FUMC 𝐹𝐻,41
𝑒𝑥𝑝

 𝐹𝐻,40
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

20 4,45 3,76 63,50 62,98 0,997 0,998 0,446 0,454 4744,22 30,66 54,88 4750,69 

                  FUMC 𝐹𝐻,43
𝑒𝑥𝑝

 𝐹𝐻,42
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

21 3,76 3,04 61,27 60,91 0,998 0,999 0,481 0,486 4750,69 36,45 58,17 4757,43 

                  FUMC 𝐹𝐻,45
𝑒𝑥𝑝

 𝐹𝐻,44
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

22 3,04 2,32 68,82 59,01 0,999 0,999 0,361 0,515 4757,43 28,79 63,11 4762,59 

                  FUMC 𝐹𝐻,47
𝑒𝑥𝑝

 𝐹𝐻,46
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

23 2,32 1,60 57,45 56,88 0,999 1,000 0,538 0,546 4762,59 34,19 68,78 4778,89 

                  FUMC 𝐹𝐻,49
𝑒𝑥𝑝

 𝐹𝐻,48
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

24 1,60 0,70 54,50 55,51 1,000 1,000 0,581 0,566 4778,89 52,44 53,99 4779,04 

                  FUMC 𝐹𝐻,51
𝑒𝑥𝑝

 𝐹𝐻,50
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

25 0,70 0,11 55,62 55,07 1,000 1,000 0,565 0,573 4779,04 46,62 65,85 4789,19 

                  FUMC 𝐹𝐻,53
𝑒𝑥𝑝

 𝐹𝐻,52
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

26 0,11 0,73 55,63 54,55 1,000 1,000 0,565 0,580 4789,19 50,86 46,63 4786,4 

                  FUMC 𝐹𝐻,55
𝑒𝑥𝑝

 𝐹𝐻,54
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

27 0,73 1,58 56,38 55,41 1,000 1,000 0,554 0,568 4786,4 64,38 52,16 4780,14 

                  FUMC 𝐹𝐻,57
𝑒𝑥𝑝

 𝐹𝐻,56
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

28 1,58 2,31 57,49 56,73 1,000 0,999 0,537 0,549 4780,14 64,02 34,19 4765,45 

                  FUMC 𝐹𝐻,59
𝑒𝑥𝑝

 𝐹𝐻,58
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

29 2,31 3,19 59,22 57,03 0,999 0,998 0,512 0,544 4765,45 46,97 31,12 4759,32 

                  FUMC 𝐹𝐻,61
𝑒𝑥𝑝

 𝐹𝐻,60
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

30 3,19 3,75 62,63 60,47 0,998 0,998 0,460 0,493 4759,32 56,64 30,15 4748,09 

                  FUMC 𝐹𝐻,63
𝑒𝑥𝑝

 𝐹𝐻,62
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

31 3,75 4,46 63,57 61,01 0,998 0,997 0,445 0,485 4748,09 37,83 32,61 4748,47 

                  FUMC 𝐹𝐻,65
𝑒𝑥𝑝

 𝐹𝐻,64
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

32 4,46 5,18 67,35 63,28 0,997 0,996 0,385 0,450 4748,47 50,02 25,20 4740,67 

                  FUMC 𝐹𝐻,67
𝑒𝑥𝑝

 𝐹𝐻,66
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

33 5,18 5,92 69,69 67,21 0,996 0,995 0,347 0,387 4740,67 42,99 27,70 4739,5 

                  FUMC 𝐹𝐻,69
𝑒𝑥𝑝

 𝐹𝐻,68
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

34 5,92 6,62 70,34 69,28 0,995 0,993 0,336 0,354 4739,5 48,35 30,91 4739,11 

                  FUMC 𝐹𝐻,71
𝑒𝑥𝑝

 𝐹𝐻,70
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

35 6,62 7,47 72,31 71,29 0,993 0,992 0,304 0,321 4739,11 46,10 30,95 4742,41 

                  FUMC 𝐹𝐻,73
𝑒𝑥𝑝

 𝐹𝐻,72
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

36 7,47 8,04 74,10 73,25 0,992 0,990 0,274 0,288 4742,41 41,22 25,54 4743,87 

                  FUMC 𝐹𝐻,75
𝑒𝑥𝑝

 𝐹𝐻,74
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

37 8,04 8,89 75,59 74,86 0,990 0,988 0,249 0,261 4743,87 31,87 26,70 4752,67 

                  FUMC 𝐹𝐻,77
𝑒𝑥𝑝

 𝐹𝐻,76
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

38 8,89 9,59 76,96 76,22 0,988 0,986 0,226 0,238 4752,67 39,54 29,10 4759,3 

                  FUMC 𝐹𝐻,79
𝑒𝑥𝑝

 𝐹𝐻,78
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

39 9,59 10,15 78,41 77,51 0,986 0,984 0,201 0,216 4759,3 37,01 29,15 4765,13 

                  FUMC 𝐹𝐻,81
𝑒𝑥𝑝

 𝐹𝐻,80
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

40 10,15 11,00 79,50 89,63 0,984 0,982 0,182 0,006 4765,13 36,33 21,94 4782,16 

                  FUMC 𝐹𝐻,83
𝑒𝑥𝑝

 𝐹𝐻,82
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

41 11,00 11,71 80,52 79,61 0,982 0,979 0,165 0,180 4782,16 38,88 25,15 4791,23 

                  FUMC 𝐹𝐻,85
𝑒𝑥𝑝

 𝐹𝐻,84
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

42 11,71 12,49 81,47 80,55 0,979 0,976 0,148 0,164 4791,23 35,26 25,02 4803,04 

                  FUMC 𝐹𝐻,87
𝑒𝑥𝑝

 𝐹𝐻,86
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

43 12,49 13,00 82,17 81,31 0,976 0,974 0,136 0,151 4803,04 37,39 23,11 4810,14 
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                  FUMC 𝐹𝐻,89

𝑒𝑥𝑝
 𝐹𝐻,88

𝑒𝑥𝑝
 𝐹𝑈𝑀𝐶

′′ ' 

44 13,00 13,96 82,79 82,18 0,974 0,970 0,125 0,136 4810,14 55,63 22,32 4824,72 

                  FUMC 𝐹𝐻,91
𝑒𝑥𝑝

 𝐹𝐻,90
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

45 13,96 14,59 83,40 82,69 0,970 0,968 0,115 0,127 4824,72 38,70 5,65 4833,65 

                  FUMC 𝐹𝐻,93
𝑒𝑥𝑝

 𝐹𝐻,92
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

46 14,59 15,10 83,99 93,27 0,968 0,965 0,105 -0,057 4833,65 24,91 30,28 4849,89 

                  FUMC 𝐹𝐻,95
𝑒𝑥𝑝

 𝐹𝐻,94
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

47 15,10 15,88 84,44 83,77 0,965 0,962 0,097 0,109 4849,89 32,23 31,29 4867,66 

                  FUMC 𝐹𝐻,97
𝑒𝑥𝑝

 𝐹𝐻,96
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

48 15,88 16,61 84,84 84,29 0,962 0,958 0,090 0,100 4867,66 31,77 30,59 4885,5 

                  FUMC 𝐹𝐻,99
𝑒𝑥𝑝

 𝐹𝐻,98
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

49 16,61 17,30 85,21 84,80 0,958 0,955 0,083 0,091 4885,5 31,36 26,91 4902,9 

                  FUMC 𝐹𝐻,100
𝑒𝑥𝑝

 𝐹𝐻,101
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

50 17,30 17,51 85,55 85,35 0,955 0,954 0,078 0,081 4902,9 27,52 37,77 4909,06 

Table A. II. 2. The force values in the upper main cable on the upstream bridge side 

Node 
Angle cos (angle) Force 

𝛼1 𝛼2 𝛼3 𝛼4 𝛼1 𝛼2 𝛼3 𝛼4 FUMC 𝐹𝐻,3
𝑒𝑥𝑝

 𝐹𝐻,2
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′  

1 18,33 17,30 85,00 85,82 0,949 0,955 0,087 0,073 4925,62 36,15 26,26 4896,93 

                  FUMC 𝐹𝐻,5
𝑒𝑥𝑝

 𝐹𝐻,4
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

2 17,30 16,48 84,57 85,28 0,955 0,959 0,095 0,082 4896,93 28,07 28,07 4875,98 

                  FUMC 𝐹𝐻,7
𝑒𝑥𝑝

 𝐹𝐻,6
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

3 16,48 15,91 84,26 84,99 0,959 0,962 0,100 0,087 4875,98 27,25 34,12 4863,06 

                  FUMC 𝐹𝐻,9
𝑒𝑥𝑝

 𝐹𝐻,8
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

4 15,91 15,24 83,70 84,69 0,962 0,965 0,110 0,092 4863,06 32,36 28,65 4847,34 

                  FUMC 𝐹𝐻,11
𝑒𝑥𝑝

 𝐹𝐻,10
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

5 15,24 14,57 83,06 84,20 0,965 0,968 0,121 0,101 4847,34 25,81 31,30 4833,56 

                  FUMC 𝐹𝐻,13
𝑒𝑥𝑝

 𝐹𝐻,12
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

6 14,57 13,76 82,52 83,29 0,968 0,971 0,130 0,117 4833,56 33,97 26,76 4815,72 

                  FUMC 𝐹𝐻,15
𝑒𝑥𝑝

 𝐹𝐻,14
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

7 13,76 13,19 82,28 82,68 0,971 0,974 0,134 0,127 4815,72 26,59 36,45 4805,75 

                  FUMC 𝐹𝐻,17
𝑒𝑥𝑝

 𝐹𝐻,16
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

8 13,19 12,39 81,59 82,01 0,974 0,977 0,146 0,139 4805,75 31,45 26,87 4790,22 

                  FUMC 𝐹𝐻,19
𝑒𝑥𝑝

 𝐹𝐻,18
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

9 12,39 11,82 80,84 81,24 0,977 0,979 0,159 0,152 4790,22 25,69 34,78 4781,56 

                  FUMC 𝐹𝐻,21
𝑒𝑥𝑝

 𝐹𝐻,20
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

10 11,82 11,01 79,91 90,40 0,979 0,982 0,175 -0,007 4781,56 33,70 32,07 4773,98 

                  FUMC 𝐹𝐻,23
𝑒𝑥𝑝

 𝐹𝐻,22
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

11 11,01 10,30 78,95 79,56 0,982 0,984 0,192 0,181 4773,98 29,23 29,21 4763,08 

                  FUMC 𝐹𝐻,25
𝑒𝑥𝑝

 𝐹𝐻,24
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

12 10,30 9,57 77,62 79,13 0,984 0,986 0,214 0,189 4763,08 27,19 32,82 4754,43 

                  FUMC 𝐹𝐻,27
𝑒𝑥𝑝

 𝐹𝐻,26
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

13 9,57 8,89 75,56 77,23 0,986 0,988 0,249 0,221 4754,43 31,87 33,89 4746,67 

                  FUMC 𝐹𝐻,29
𝑒𝑥𝑝

 𝐹𝐻,28
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

14 8,89 8,19 74,87 75,65 0,988 0,990 0,261 0,248 4746,67 24,75 39,28 4742,18 

                  FUMC 𝐹𝐻,31
𝑒𝑥𝑝

 𝐹𝐻,30
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

15 8,19 7,46 73,38 73,81 0,990 0,992 0,286 0,279 4742,18 30,18 39,44 4736,75 

                  FUMC 𝐹𝐻,33
𝑒𝑥𝑝

 𝐹𝐻,32
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

16 7,46 6,63 71,80 72,02 0,992 0,993 0,312 0,309 4736,75 27,22 45,25 4734,12 
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                  FUMC 𝐹𝐻,35

𝑒𝑥𝑝
 𝐹𝐻,34

𝑒𝑥𝑝
 𝐹𝑈𝑀𝐶

′′ ' 

17 6,63 6,04 69,96 70,09 0,993 0,994 0,343 0,340 4734,12 27,84 43,25 4734,02 

                  FUMC 𝐹𝐻,37
𝑒𝑥𝑝

 𝐹𝐻,36
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

18 6,04 5,17 67,51 68,10 0,994 0,996 0,382 0,373 4734,02 30,29 56,44 4737,32 

                  FUMC 𝐹𝐻,39
𝑒𝑥𝑝

 𝐹𝐻,38
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

19 5,17 4,62 65,40 66,20 0,996 0,997 0,416 0,404 4737,32 36,67 51,35 4740,01 

                  FUMC 𝐹𝐻,41
𝑒𝑥𝑝

 𝐹𝐻,40
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

20 4,62 3,75 62,61 64,46 0,997 0,998 0,460 0,431 4740,01 25,62 54,58 4748,89 

                  FUMC 𝐹𝐻,43
𝑒𝑥𝑝

 𝐹𝐻,42
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

21 3,75 3,03 59,91 61,37 0,998 0,999 0,501 0,479 4748,89 33,59 57,54 4758,11 

                  FUMC 𝐹𝐻,45
𝑒𝑥𝑝

 𝐹𝐻,44
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

22 3,03 2,31 58,63 57,52 0,999 0,999 0,521 0,537 4758,11 41,99 65,23 4766,75 

                  FUMC 𝐹𝐻,47
𝑒𝑥𝑝

 𝐹𝐻,46
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

23 2,31 1,43 59,44 55,09 0,999 1,000 0,508 0,572 4766,75 37,25 64,34 4775,75 

                  FUMC 𝐹𝐻,49
𝑒𝑥𝑝

 𝐹𝐻,48
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

24 1,43 0,87 57,87 54,14 1,000 1,000 0,532 0,586 4775,75 36,16 62,37 4786,80 

                  FUMC 𝐹𝐻,51
𝑒𝑥𝑝

 𝐹𝐻,50
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

25 0,87 0,01 57,66 53,77 1,000 1,000 0,535 0,591 4786,80 47,11 70,01 4795,85 

                  FUMC 𝐹𝐻,53
𝑒𝑥𝑝

 𝐹𝐻,52
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

26 0,01 0,87 56,91 55,35 1,000 1,000 0,546 0,569 4795,85 55,38 58,80 4797,03 

                  FUMC 𝐹𝐻,55
𝑒𝑥𝑝

 𝐹𝐻,54
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

27 0,87 1,44 55,99 56,07 1,000 1,000 0,559 0,558 4797,03 72,33 33,83 4776,54 

                  FUMC 𝐹𝐻,57
𝑒𝑥𝑝

 𝐹𝐻,56
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

28 1,44 2,33 57,16 57,01 1,000 0,999 0,542 0,545 4776,54 43,97 61,13 4788,18 

                  FUMC 𝐹𝐻,59
𝑒𝑥𝑝

 𝐹𝐻,58
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

29 2,33 2,89 59,08 59,06 0,999 0,999 0,514 0,514 4788,18 42,49 41,50 4789,80 

                  FUMC 𝐹𝐻,61
𝑒𝑥𝑝

 𝐹𝐻,60
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

30 2,89 3,90 60,76 60,59 0,999 0,998 0,488 0,491 4789,80 56,64 42,01 4787,49 

                  FUMC 𝐹𝐻,63
𝑒𝑥𝑝

 𝐹𝐻,62
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

31 3,90 4,45 63,34 62,79 0,998 0,997 0,449 0,457 4787,49 56,01 48,67 4787,11 

                  FUMC 𝐹𝐻,65
𝑒𝑥𝑝

 𝐹𝐻,64
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

32 4,45 5,04 65,52 65,83 0,997 0,996 0,414 0,409 4787,11 33,41 34,89 4791,99 

                  FUMC 𝐹𝐻,67
𝑒𝑥𝑝

 𝐹𝐻,66
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

33 5,04 6,05 67,27 67,26 0,996 0,994 0,386 0,387 4791,99 49,86 34,07 4794,00 

                  FUMC 𝐹𝐻,69
𝑒𝑥𝑝

 𝐹𝐻,68
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

34 6,05 6,63 70,15 69,66 0,994 0,993 0,340 0,348 4794,00 37,07 34,50 4798,19 

                  FUMC 𝐹𝐻,71
𝑒𝑥𝑝

 𝐹𝐻,70
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

35 6,63 7,31 72,01 71,43 0,993 0,992 0,309 0,318 4798,19 37,90 34,19 4803,69 

                  FUMC 𝐹𝐻,73
𝑒𝑥𝑝

 𝐹𝐻,72
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

36 7,31 8,06 74,00 73,24 0,992 0,990 0,276 0,288 4803,69 37,69 32,47 4810,17 

                  FUMC 𝐹𝐻,75
𝑒𝑥𝑝

 𝐹𝐻,74
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

37 8,06 8,98 75,49 75,06 0,990 0,988 0,251 0,258 4810,17 36,93 29,48 4819,66 

                  FUMC 𝐹𝐻,77
𝑒𝑥𝑝

 𝐹𝐻,76
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

38 8,98 9,61 76,78 76,49 0,988 0,986 0,229 0,234 4819,66 33,35 29,60 4827,32 

                  FUMC 𝐹𝐻,79
𝑒𝑥𝑝

 𝐹𝐻,78
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

39 9,61 10,17 78,23 77,68 0,986 0,984 0,204 0,213 4827,32 31,43 30,71 4835,02 

                  FUMC 𝐹𝐻,81
𝑒𝑥𝑝

 𝐹𝐻,80
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

40 10,17 10,96 79,44 78,77 0,984 0,982 0,183 0,195 4835,02 35,65 30,34 4846,13 

                  FUMC 𝐹𝐻,83
𝑒𝑥𝑝

 𝐹𝐻,82
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 
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41 10,96 11,70 80,36 79,84 0,982 0,979 0,168 0,176 4846,13 34,11 26,90 4857,09 

                  FUMC 𝐹𝐻,85
𝑒𝑥𝑝

 𝐹𝐻,84
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

42 11,70 12,37 81,25 80,70 0,979 0,977 0,152 0,162 4857,09 31,58 29,54 4868,62 

                  FUMC 𝐹𝐻,87
𝑒𝑥𝑝

 𝐹𝐻,86
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

43 12,37 13,15 82,02 81,48 0,977 0,974 0,139 0,148 4868,62 33,49 32,88 4883,31 

                  FUMC 𝐹𝐻,89
𝑒𝑥𝑝

 𝐹𝐻,88
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

44 13,15 13,75 82,67 82,28 0,974 0,971 0,128 0,134 4883,31 43,70 32,99 4893,78 

                  FUMC 𝐹𝐻,91
𝑒𝑥𝑝

 𝐹𝐻,90
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

45 13,75 14,61 83,29 82,87 0,971 0,968 0,117 0,124 4893,78 36,72 0,00 4907,64 

                  FUMC 𝐹𝐻,93
𝑒𝑥𝑝

 𝐹𝐻,92
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

46 14,61 15,24 83,78 83,42 0,968 0,965 0,108 0,115 4907,64 33,29 30,28 4921,63 

                  FUMC 𝐹𝐻,95
𝑒𝑥𝑝

 𝐹𝐻,94
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

47 15,24 15,91 84,32 83,91 0,965 0,962 0,099 0,106 4921,63 33,42 28,01 4936,68 

                  FUMC 𝐹𝐻,97
𝑒𝑥𝑝

 𝐹𝐻,96
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

48 15,91 16,62 84,73 84,33 0,962 0,958 0,092 0,099 4936,68 31,77 27,19 4954,04 

                  FUMC 𝐹𝐻,99
𝑒𝑥𝑝

 𝐹𝐻,98
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

49 16,62 17,41 85,19 84,88 0,958 0,954 0,084 0,089 4954,04 46,51 22,61 4972,68 

                  FUMC 𝐹𝐻,100
𝑒𝑥𝑝

 𝐹𝐻,101
𝑒𝑥𝑝

 𝐹𝑈𝑀𝐶
′′ ' 

50 17,41 17,42 85,47 85,50 0,954 0,954 0,079 0,079 4972,68 31,03 34,98 4973,26 
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A. III. Edge slab mode shapes 

𝑓1
𝑒𝑥𝑝

= 0,587 𝐻𝑧 

 
𝑓2
𝑒𝑥𝑝

= 0,850 𝐻𝑧 

 
𝑓3
𝑒𝑥𝑝

= 1,013 𝐻𝑧 
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𝑓4
𝑒𝑥𝑝

= 1,462 𝐻𝑧 

 
𝑓5
𝑒𝑥𝑝

= 1,850 𝐻𝑧 

 
𝑓6
𝑒𝑥𝑝

= 2,188 𝐻𝑧 
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𝑓7
𝑒𝑥𝑝

= 2,725 𝐻𝑧 

 
𝑓8
𝑒𝑥𝑝

= 3,313 𝐻𝑧 

 

Figure A.III.1. Experimentally determined mode shapes (𝜙𝑡
𝑒𝑥𝑝

) of the edge slab of pedestrian suspension 

bridge over Drava River for corresponding natural frequency (𝑓𝑡
𝑒𝑥𝑝

) (𝑡 = 1,… ,8)
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A. IV. Span slab mode shapes 

𝑓1
𝑒𝑥𝑝

= 0,587 𝐻𝑧 

 
𝑓2
𝑒𝑥𝑝

= 0,850 𝐻𝑧 

 
𝑓3
𝑒𝑥𝑝

= 1,013 𝐻𝑧 
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𝑓4
𝑒𝑥𝑝

= 1,138 𝐻𝑧 

 
𝑓5
𝑒𝑥𝑝

= 1,400 𝐻𝑧 

 
𝑓6
𝑒𝑥𝑝

= 1, 650 𝐻𝑧 
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𝑓7
𝑒𝑥𝑝

= 2,180 𝐻𝑧 

 
𝑓8
𝑒𝑥𝑝

= 2,475 𝐻𝑧 

 
𝑓9
𝑒𝑥𝑝

= 2,725 𝐻𝑧 
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𝑓10
𝑒𝑥𝑝

= 3,313𝐻𝑧 

 

 

Figure A.IV.1. Experimentally determined mode shapes (𝜙𝑡
𝑒𝑥𝑝

) of the span slab of pedestrian suspension bridge 

over Drava River for corresponding natural frequency (𝑓𝑡
𝑒𝑥𝑝

) (𝑡 = 1,… ,10) 
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