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Abstract: The potential uses of 3D scan data in the construction industry have been extensively
researched in the last 20 years, with many benefits over traditional methods proclaimed by researchers.
However, despite their advocated benefits, their implementation in actual construction sites remains
low. This research aims to discover the potential uses of 3D scan data for construction management
purposes and the limitations and barriers to their implementation and widespread adoption. Previous
research into the topic was analysed to discover what technologies were used for generating 3D
scan data, for what purpose and what issues were identified. These discoveries were then used to
specify the potential uses of 3D scan data for, primarily, progress monitoring and quality control,
which were then cross-referenced with all known limitations and barriers from the literature and the
researchers’ own experience. Research has shown that, currently, there are numerous issues with
both the capabilities of current technical solutions and with the construction industry’s readiness,
which hinder mass adoption. Potential for breakthroughs, fortunately, does exist; however, greater
impetus from the construction industry is needed to drive forward the demand for better technical
solutions, which would resolve current issues and lead to the widespread adoption of 3D scan data
for construction management-related uses.

Keywords: 3D scan data; qualitative analysis; photogrammetry; laser scanning; UAV; progress
monitoring; quality control

1. Introduction

The construction industry is resistant to change. This has been stated many times
in scientific papers covering most aspects of construction management research. It also
seems to be true for the case of using 3D scan data of construction objects in large-scale
adoption. There is a myriad of research, as the remainder of this paper will show, that has
used various vision-sensing technologies for various construction management purposes,
but all studies seem to stop at the level of a technical demonstration that the product seems
to work.

Perhaps no better proof of the claim that the construction industry is slow to adopt
changes is the fact that the research by Majid et al. [1] stated the issues of automated
progress monitoring and proposed a method to deal with them. Seventeen years later,
at the time of writing, no substantial growth was achieved. A lot of researchers have
published their own results, methods, case studies and reviews, but the question is why
have we not yet seen a widespread commercial application of 3D scan data for construction
management-related uses? What is the issue that remains unsolvable? Is it the lack of
faith of software developers that it will be adopted by the architecture, engineering and
construction (AEC) industry? Is it technically impossible or infeasible? Are the tools
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inadequate or not accurate enough? Would it be more expensive than traditional progress
monitoring techniques?

The goal of this research, therefore, is to determine whether the construction industry
and the proposed solutions themselves are mature enough to be utilised and all their
supposed benefits applied for the betterment of construction management practices.

To start, a few key terms need to be defined. Three-dimensional scan data are the point
cloud models of buildings, objects or terrain collected through one of, or a combination
of, vision-based sensing technologies. Vision-based sensing technologies are a subtype
of remote sensing technology that collect information from visual data gathered from
photographs, video or laser scanners with varying degrees of complexity in the sensor
system [2]. Remote sensing technologies as a broader term refer to the practice of obtaining
data and information through the analysis of data acquired by devices that are not in contact
with the object of interest [3,4]. They differ by the sensor types, what data is collected and
how [5].

Vision-based sensing technologies include photogrammetry, videogrammetry, range
cameras and laser scanning. Of those, the most common are photogrammetry and laser
scanning [6,7], and both can be either aerial or terrestrial. Photogrammetry and videogram-
metry can be used for the generation of point clouds and for computer vision, while laser
scanning can only be used to generate point cloud data.

As mentioned earlier, different technologies can create point clouds. Even though
its source can differ, in practice, the end result is a set of data points in a 3D coordinate
system [8], usually defined by the x, y and z coordinates of points that are present on the
external surfaces of an object. In essence, it is a 3D model of an existing object or an entire
building, whose model elements are generated either by combining the individual points
of a laser scan in a line or surface, or from surfaces recognised as such from photographs.
The raw point cloud model shows only the surface of the scanned objects, with elements
themselves being hollow in the point cloud model before postprocessing in other software.

Laser scanning or LIDAR (laser detection and ranging) is a technology that uses data
collected from terrestrial laser scanners (TLS) or from drone-mounted LIDAR scanners to
generate 3D point clouds. It works by measuring the time it takes for an emitted pulse of
laser light to be reflected back and then calculating the distance to the target [6]. After the
scanner receives the reflected signal (relative locations of the surrounding surfaces from
the base station are calculated based on the time taken for the signal to return [5]), a data
point is created and given x, y and z coordinates [9]. The coordinated points from each of
the scans are then used to construct a 3D point cloud [9]. The accuracy of individual points
collected by TLS is at the level of a few millimetres [10] and, depending on how many points
are taken and how many points the model consists of, the more or less detailed the model
will be [11]. Generally, LIDAR is the most accurate of the vision-based sensing technologies
able to produce extremely high-resolution models [12], which makes LIDAR-made point
clouds suitable for a wide range of applications in the construction sector [12], such as
creating as-built/as-is documentation, monitoring construction activities, dimensional
quality control, asset monitoring, reverse engineering, cultural heritage recording and
urban planning [13–21].

Photogrammetry is the other most popular vision-based sensing technology, which
can generate 3D point cloud models from 2D images [22]. Through the use of complex
algorithms, it is able to reconstruct the position, orientation, shape and size of objects
from pictures, which may be obtained via conventional photography or digital photogra-
phy [23,24]. Photogrammetry is not just the process of collecting photographs, but it is also
“the processing of images; the development of 2D and 3D model reconstruction; the classifi-
cation of objects for mapping or thematic applications; and the visualization of maps” [25].
For a photogrammetric 3D point cloud to be usable, images need to have adequate quality
in terms of resolution and blurriness and need to have at least 50–60% overlap in order
to enable the execution of reality recreation using photogrammetry as a technique. If all
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conditions are met, photogrammetry can be used for progress monitoring [26–30], quality
control [31–33] and 3D model generation [7,30,34]

Videogrammetry is similar to photogrammetry. The difference is that 3D data are
extracted from sequential frames of a video, which, in essence, is a string of at least
24 photographs taken in one second. The advantage lies in having considerable overlap,
because frames are sequential; thus, the pixels in each frame are reconstructed based
on the previous frame [6]. Still, videogrammetry is not as often used for generating 3D
models of buildings [6,35–37] and quality control [38–41], as it is used mostly for computer
vision purposes.

For all three of the previously mentioned visual-based sensing technologies, data
collection can be both aerial and terrestrial, with aerial meaning that the sensor is located
most likely on an UAV (unmanned aerial vehicle) and terrestrial meaning that the sensor is
on the ground level. For terrestrial photogrammetry and videogrammetry, both commercial-
grade and professional-grade hardware can be used. There are requirements regarding
the resolution of the images and the resolution and framerate of videos, but most modern
smartphones are equipped with camera sensors of sufficient quality. Recently, LIDAR has
also started to be found on some smartphones and tablets, but is not accurate enough
to generate point clouds that could be used for quality and quantity control. Therefore,
for terrestrial measurements, professional terrestrial laser scanners are used. For aerial
photogrammetry and videogrammetry, either integrated cameras on UAVs or cameras
attached as payloads are used, depending on the quality of the integrated cameras and the
required properties of the output photographs. UAV stands for unmanned aerial vehicle
(also known as drones) and is defined as an aerial vehicle that does not rely on an on-board
human operator for flight [42].

UAV photogrammetry can be used to create 3D point clouds by geo-tagging images
(storing their approximate coordinates) taken in flight and then utilizing special software to
process the imagery into 3D models [43]. The images should be taken at regular intervals
and with substantial overlap for the software to be able to mathematically calculate the
elevations and positions of each data point [43]. The accuracy of a photogrammetric point
cloud model can also depend on the accuracy of geo-tagging, which can be increased
by ground control points or using Real-Time Kinematic (RTK)-enabled UAVs for more
precise GPS coordinates [43]. LIDAR can also be used to collect spatial data from UAVs.
However, its accuracy is not as high, ranging from 1 cm up to 30 cm [43], depending on the
characteristics of the object being scanned.

Most of the UAVs used in construction are multirotor drones due to their distinct
advantages, such as their robustness, high manoeuvrability, low purchase and maintenance
costs, hovering ability, vertical take-off and landing, controllability by various devices and
capacity to carry different payloads [9,44].

Depth cameras (also called time-of-flight cameras) are another vision-based sensing
technology. Unlike photo/videogrammetry and laser scanning, while they are able to
create 3D models of buildings in innovative ways [45], depth cameras are more widely
used for automated recognition purposes [46]. The difference between depth cameras
and regular cameras lies in their additional ability to judge the distance of objects from
the camera’s sensor. They work by illuminating the scene with a light source, observing
the reflected light and translating the phase shift between illumination and reflection into
distance [47]. Their advantage is that they can generate 3D depth maps at video rate, they
do not interfere with the scene, they are relatively low cost (cheaper than laser scanning,
but more expensive than photogrammetry [45]) and, for practical applications, they are no
different to video cameras and be easily used without special training [48]. However, only
a few applications of depth cameras were found for 3D model generation of construction
sites; therefore, depth cameras are not the focus of the remainder of this research.

As this research is a qualitative analysis of previous research, previous literature review
papers also need to be covered. Martinez et al. [49] conducted a scientometric review of
the global research published between 1999 and 2019 on computer vision applications for
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construction. They used VOSviewer software to conduct clustering analyses to identify
trends, sub-fields and their interconnections, as well as citation patterns, key publications,
key research institutions, key researchers and key journals, along with the extent to which
these interact with each other in research networks, which provided input to identify the
deficiencies in current research and propose future trends [49]. Wang and Kim [8] focused
on capturing all of the potential applications of 3D point cloud data from 2004 to 2018,
because, to that date, there had been no systematic reviews summarising these applications
and pointing out the research gaps and future research directions [8].

Some reviews [36] took a broader approach and investigated the capabilities and
limitations of a wider range of remote sensing technologies and their possible uses for
automated data acquisition on construction job sites. Duarte-Vidal et al. [37] studied
previous research on the possibilities of the interoperability of digital tools for monitoring
and controlling construction projects, given how individual technologies have certain
limitations, and found that the most often cited interoperability in the previous research
was between UAVs, BIM and photogrammetry. While some researchers [2,8] conducted
general reviews of the adoption of sensing technologies in the construction industry, others,
such as Omar and Nehdi [6], Alaloul et al. [50], Maalek et al. [5], Kopsida and Brilakis [51]
and Vick and Brilakis [52], were more specific and reviewed data acquisition technologies
for construction progress tracking and productivity monitoring, while Golizadeh [53]
et al., Motawa and Kardakou [9], Sanchez [54] and Li and Liu [44] all reviewed potential
applications of UAVs and, specifically, multirotor drones for construction management
activities [55].

It can be seen from previous research efforts that, while various areas of the problem
at hand have been studied either on a more global or more specific level, no research
has undertaken the task of performing a comprehensive qualitative analysis of existing
research to determine what the current and future possible applications of 3D scan data in
construction management practices are and what the barriers and reasons for low adoption
in construction are. This research fills this gap by providing such an analysis of the potential
causes of such low adoption and, therefore, contributing to the body of knowledge in the
field. This paper can offer practical contributions to practitioners by informing them of
the current state of vision-based sensing technologies for progress monitoring and quality
control, specifically what they could use and for what purpose. The research presented
in this paper, therefore, aims to show what the potential uses, limitations and barriers to
the implementation of 3D scan data are as a basis for further research in the application of
construction progress monitoring for the purposes of an EU-funded research project named
“Development of an automated system for standardization of resources in energy efficient
construction” (NORMENG).

2. Materials and Methods

The journal and conference papers for this research were collected by searching
through academic databases, libraries, indexing sites and search engines, such as Scopus,
Web of Science and Google Scholar. The keywords used in the search were: “Photogramme-
try”, “LIDAR”, “Laser scanning”, “Videogrammetry” or “Computer vision”, coupled with:
“Construction industry” and “Progress monitoring” or “Quality control”. No range in years
of publication was chosen—papers published as early as the 1990s were included—and no
results were discarded based on whether they were conference papers or journal articles.

Progress monitoring and quality control were the focus of this research. If some papers
regarding health and safety (H&S) or other uses were found, they were still read to gain
insight and offer clarification, but were not specifically sought out for the purpose of this
analysis. Therefore, it is possible that valuable research exists that was not included in this
paper. This is one of the limitations of this study and, consequently, an avenue for further
research. The same is true for vision-based technologies, other photogrammetry and laser
scanning, and for non-vision-based sensing technologies, such as RFID (radio frequency
identification), UWB (ultra-wideband) radio and GPS. If they were found through the
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literature review search or as references in detected papers, they were read to gain a
broader understanding, but were not specifically studied.

Due to the large number of search results, the papers were first screened by their titles
for relevance to the topic at hand. Second, the abstracts and keywords of the remaining
papers were read to further improve the relevance of the remaining papers. Third, as the
papers often mentioned more than one of the technologies and/or applications, there were
duplicate entries that needed to be removed. Finally, 159 papers remained that dealt either
with a specific application or were review papers useful for a broader understanding of
the topic.

These remaining papers were read in full and were the basis of the qualitative content
analysis. First, previous uses of vision-based sensing technologies were identified and
structured based on what technology was used and for what specific purpose. Following
that, the advantages, disadvantages and barriers to implementation were identified from
the literature and discussed in the context of their suitability and usability.

Based on the previous analysis of the literature and on the authors’ personal experience
with using the technologies and extensive experience in the construction industry in
practice, potential uses of 3D scan data for progress monitoring and quality control for each
of the construction work types were proposed through inductive reasoning and explained.
Finally, each of the issues and limitations for wide-scale adoption were discussed and
potential uses that could be applied in the current maturity state of the technologies were
inferred. The flowchart of the steps taken in this research is presented in Figure 1 below.
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3. Results
3.1. Previous Uses of Vision-Based Sensing Technologies for Construction Management Purposes

A review of the existing literature revealed that vision-based sensing technologies
have been extensively researched. There are numerous review papers, as well as those
describing the development and application of real examples. Vision-based sensing tech-
nologies of particular interest to this paper included photogrammetry and laser scanning,
with videogrammetry, computer vision and depth cameras being secondary. Regarding
applications, quality control and progress monitoring were of primary concern, while 3D
point cloud generation, H&S and object detection were included when encountered. The
reasoning behind these choices is prioritization. Laser scanning and photogrammetry are
the most widely used and show the most promise. Additionally, the authors have the most
personal experience with these two technologies, as both equipment and software were
purchased and used for the research activities of the previously mentioned NORMENG
project. As for potential applications, quality control and quantity control were found to be
the most prevalent and could have the most impact on construction management.

Table 1 below shows the identified and already researched use cases. In the leftmost
column, each of the remote sensing technologies is presented, while in the remaining
columns, the references to the research that uses the remote sensing technology for the
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purpose listed in the top row of the table are included. The rightmost column lists review
papers on the topic of that particular remote sensing technology.

Table 1. Previous uses of vision-based sensing technologies for construction management purposes.

Remote Sensing
Technology

Progress
Monitoring

Quality
Control

3D Model
Creation H&S Object Detec-

tion/Recognition
Location
Tracking Review

Photogrammetry [8,12,27–
30,49,56–63] [31–33,64–66] [7,30,34] -/- -/- -/- [5,8]

UAV
Photogrammetry [26,67] -/- [43,68,69] -/- -/- -/- [44]

Videogrammetry -/- -/- [40,70,71] -/- [72] -/-

UAV
Videogrammetry -/- -/- -/- -/- -/- -/- [9,44,54]

Laser Scanning [12,15,18,73–
86]

[13,21,78–
80,87–116]

[40,43,68,117–
121] [122–127] [77] -/- [5,8]

UAV Laser
Scanning -/- -/- [69,128] -/- -/- -/- [9,54]

Computer vision [11,27,28,129–
135] [136–140] [40] [141] -/- -/- [49,142]

Depth camera [45,46,143] [144] [48] [145] -/- -/- [5,47]

All sensing
technologies -/- -/- -/- -/- -/- -/- [2,6,36,37,50,

51,146]

All vision-based
sensing

technologies
-/- [147] -/- -/- -/- -/- [52]

UWB [76] -/- -/- -/- -/- [148,149] -/-

RFID -/- -/- -/- [150] -/- [151–153] -/-

GPS -/- -/- -/- [150] -/- [151] -/-

Some of the rather unsurprising findings from this research are that, by far, most
papers focused on the application of laser scanning for purposes of quality control and that
photogrammetry was most widely used for progress monitoring. Given how photogram-
metry is cheaper, faster and simpler to use to gather data and that progress monitoring
for certain works does not require great precision, it was expected that photogrammetry
would be quite often researched and, in turn, often used. On the other hand, quality control
demands greater accuracy, which can best be provided by laser scanning, and price and
time are less important in comparison. Owing to precision requirements, it is not surpris-
ing that UAV-mounted sensors were not used for quality control. Computer vision was
generally less prevalent than photogrammetry and laser scanning, and was mostly used
for progress monitoring, but also for quality control and, in one case each, for 3D model
creation and H&S. Surprisingly, there has not been much research on videogrammetry as
opposed to photogrammetry. When video data were used, they were used in combination
with detection algorithms and not necessarily for point cloud creation. Depth cameras were
seldom used, although all observed applications have been used at least once. Regarding
other non-vision-based sensing technologies, UWB, RFID and GPS were found to be used
for mostly location tracking of people and/or objects on the construction site, as well as for
progress monitoring and H&S.

If we were to summarise the number of papers dealing with each of the applications,
those on quality control are the most numerous, followed by progress monitoring and then
3D model creation. The numbers of papers on other applications are far behind. However,
it needs to be taken into consideration that this research focused on photogrammetry
and laser scanning, and on progress monitoring and quality control, so there likely are
additional papers detailing the use of other technologies for other purposes, which were
outside of the primary scope of this paper.
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There also were papers that either used a combination of technologies or used one
technology for more than one purpose. The most notable combinations of technologies
were photogrammetry and laser scanning, and photogrammetry and computer vision.
Research with more than one application was scarce, with only a few studies that combined
progress monitoring and quality control. the studies dealing with more than two of the
technologies were all review papers.

3.2. Advantages, Disadvantages and Barriers to the Implementation of Vision-Based Remote
Sensing Technologies

Previous research praised the possibilities that automation could provide for construction
progress monitoring [36,37,52], and quite a lot of papers [5,6,11,12,26,37,50–52,56,72–74,129,154]
stated how traditional methods are time-consuming, labour-intensive, subjective and error-
prone. While, naturally, automation does generally bring advantages, it might not be the
perfect solution, at least not immediately. For quality control, such statements were not
found, indicating a more restrained approach to the topic.

Using digital technologies to control quality and measure progress could indeed
automate, speed up and standardise the process, but research and experience indicate that
we are not yet at that point. Previous hardware-related issues are no longer as important,
as storage capabilities for relatively large point cloud data are more affordable, and on the
other hand, processing power has also become more powerful and financially accessible.

The purchase costs, operating costs and maintenance costs of the equipment remain
high, as well as software licences, but these are solvable problems if the decreases in time
and increases in accuracy overcome the costs.

Obstacles that remain are related to the technologies themselves and those related to
people. There still remains the need for human intervention in point clouds to scrub the
data of erroneous or unnecessary data points, making this process also time-consuming
and potentially error-prone due to the required skill of the technician. Consequently, an
obstacle is the need to train personnel [37] to work with both the hardware and software
for gathering and using 3D scan data, respectively.

Furthermore, even if data have been collected and processed correctly, technical issues
remain. One such issue is that current progress monitoring approaches are unable to
identify objects that are not in their exact locations or within a certain tolerance, as they
are in the BIM model [36]. Some solutions for progress monitoring have issues with
registering that an activity is partly completed when the only possible states are either fully
constructed or not constructed [73]. Regarding both quality and quantity monitoring, for a
large number of construction works, the accuracy of measurement is probably the largest
problem. Most of the technologies have accuracy tolerances of a few centimetres, which is
fine for earthworks or large concrete works, but not accurate enough to recognise all MEP
(mechanical, electrical and plumbing) and finishing works.

Finally, for most construction sites, it would take more time to collect and process
3D scan data than a manual inspection would take. The accuracy could be lower and the
report would need to be digitised for further automation, but in many cases, it might still
be accurate enough.

The remainder of this subsection will briefly describe the advantages, disadvantages
and barriers to the implementation of the most common vision-based sensing technologies
so that their potential uses can be argumentatively discussed.

3.2.1. Photogrammetry

In contrast to other visual-based sensing technologies, photogrammetry is one of the
most cost-effective approaches because data can be gathered using a consumer-grade digital
camera, including those in smartphones [7], and it also provides a nonintrusive, easy and
rapid mechanism for generating a body of operational information and knowledge on the
progress of a construction activity [27]. However, although it provides reasonably precise
information, there are certain limitations. First and foremost, due to weather conditions
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(rain, snow, strong winds and cloudiness) [9,27] and potential occlusions [29] and other
bordering conditions, photos taken may have insufficient quality to ensure adequate point
cloud generation [27,29]. Weather conditions can be planned for and somewhat mitigated,
but the progress monitoring can be severely impacted if the weather is unfavourable for
an extended period of time, notably in the winter months. As for occlusion, it can be
classified as static occlusion (scaffolding, rebar, materials and tools left on the site) and
as dynamic occlusion (moving labourers and machines) [29]. To address the issue of
dynamic occlusion, measurements could be taken after working hours, and for some static
occlusions, improvement in site housekeeping could be beneficial, but not all elements
(such as scaffolds) could be removed for the purpose of taking unobstructed images.

Next, although the process of taking photographs is quick and simple, the process of
converting them into 3D models requires significantly more effort and a large number of
overlapping images [27,51]. This, in turn, means that the accuracy and completeness of the
model depend on the skills of the person taking the photographs. Too few photographs
with less overlap can prevent the creation of point clouds, while too many photographs
lead to increased storage needs and increased computational times, while also not allowing
increased quality of 3D point clouds.

3.2.2. Laser Scanning

Similar to photogrammetry, the efficiency of the laser scanning process depends
on the engineer’s experience, and the number and locations of laser scans need to be
carefully considered and optimised [8]. On one hand, there is a risk of having incomplete
and insufficiently detailed data, and on the other hand, by increasing the number of
scanning locations and/or accuracy of the scanner, there can be redundancies in collected
data [10,155,156]. Redundancies themselves cause data storage problems, but the larger
issue is in the time and effort it takes to complete the scans. TLS can only scan what it can see
(what is in its line of sight) and what is within the minimum and maximum range (depth of
field) [10]. Increasing the accuracy of measurement increases the number of measurements
(resolution of the scan), but also increases the time it takes for a scan to complete [36]. Laser
scanning is also sensitive to occlusions, even more so than photogrammetry. Scanning
locations need to be carefully planned to ensure model completeness with as few scans as
possible, because, while taking a photo can take several seconds, completing a scan can
take up to several minutes.

Unlike photogrammetry, TLSs are not recommended to be used in below-freezing
temperatures [74]; a serious limitation is that scans cannot be taken in winter months in
colder climates. In addition, the scanning results are also affected by rain, but fortunately
not by lighting, because scans can be taken in complete darkness.

The equipment cost is higher than that of any other visual-based sensing technology [6,12]
and it is more time-consuming to both collect scans and to process them [12,29,51]. Ad-
ditionally, the use of laser scanning requires trained personnel [51], driving the cost up
even further. Moreover, certain works, such as most interior works, cannot be accurately
scanned and identified, such as painting and tiling [74].

The most significant issue remains in the postprocessing stage. Although data pro-
cessing has become faster and easier, the automation of current software solutions remains
limited [72] and requires an extensive amount of human intervention, making the process
time-consuming and ill-suited for repetitive progress monitoring tasks [157]. Addition-
ally, current software packages do not enable the automated organization of data at the
object level, meaning that the point cloud by itself does not differentiate objects in a scan.
While some manual and, sometimes, semi-automated approaches exist, they are very time-
consuming, must be used by experts and are thus very expensive [74]. However, Omar
and Nehdi [6] stated that the full potential of this technology has not yet been achieved
due to the complexity of commercial software packages. It stands to reason that, with
increased automation and user-friendliness of software, the potential for application could
rise exponentially.
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3.2.3. Use of UAVs

The characteristics of UAVs are separated from photogrammetry and laser scanning,
as they offer both additional advantages and disadvantages on top of those mentioned
earlier. Multirotor drones have the advantage of high manoeuvrability, low cost, the ability
to carry various sensors and being able to be piloted by smartphones, tablets or comput-
ers [44]. These advantages translate into significant time, cost and safety improvements
for monitoring structures [67]. Their manoeuvrability allows them to collect visual data
that was previously impossible to reach [9], without the need for expensive equipment
or endangering the quality surveying engineer and without significant impact on the sur-
rounding environment [158,159]. The main contributions of using UAVs as compared with
human operators and other flying equipment, such as helicopters are work safety from
the social perspective, cost-effectiveness from the economic perspective and lower carbon
dioxide emissions from the environmental perspective [44].

There are, of course, certain disadvantages to using UAVs. Image capturing is limited
to the external elements because, due to GPS and safety issues, indoor flight can be difficult.
Inclement weather also adversely impacts the quality of collected data and even the
possibility of flight taking place. UAVs are mostly not waterproof and cannot fly in the
rain and with strong wind. Additionally, the accuracy of 3D models is correlated with the
accuracy of the UAV’s position when taking photographs. With regard to conducting aerial
monitoring of any kind, battery life is also one of the most significant limitations [57].

3.3. Potential Uses of 3D Scan Data for Various Construction Work Types

For the purposes of this research, due to the breadth of technologies, construction
works and potential uses, only progress monitoring and quality control were analysed in
detail. All other applications are outside of the scope of this research and could be the
topic of a separate paper. Additionally, there might be some small differences based on the
building type, but due to the sheer number of different structures, this comparison could
also be a topic of a separate paper.

3.3.1. Potential for Use of 3D Scan Data for Progress Monitoring

There is a large number of different construction works that need to be completed for
a building or structure to be finished. Some of them are conducted in the open, but the
majority of works are conducted when the building has already received its shape (under a
roof), where the necessary communication between UAVs and GPS satellites is weak or
nonexistent. Table 2 below lists various types of construction works aggregated on a higher
level of mutual similarities that all provide the same answer regarding the ability of their
progress to be tracked by the methods listed in the table. For the purpose of this research,
it would, for example, make little difference if bricklaying were further divided by brick
material type or brick size, by the type of waterproofing used and the whether flooring is
parquet, tiles, linoleum or something else.

Table 2. Potential for use of 3D scan data for progress monitoring.

Type of Construction Works Photogrammetry Laser Scanning UAV Photogrammetry UAV LIDAR

Earthworks

Excavation Yes Yes Yes Yes

Backfilling Yes Yes Yes Yes

Embankments Yes Yes Yes Yes

Subterranean geotechnical works No No No No

Pile foundations No No No No

Tunnelling Yes Yes No No
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Table 2. Cont.

Type of Construction Works Photogrammetry Laser Scanning UAV Photogrammetry UAV LIDAR

Formwork

Scaffolding Yes * Yes * Yes * No

Wall and column formwork Yes * Yes * Yes * No

Slab and beam formwork Yes * Yes * No No

Reinforcement work

Wall and column rebar Yes * Yes * Yes * No

Slab and beam rebar Yes * Yes * Yes * No

Concreting

Wall and column concrete pouring No No No No

Slab and beam concrete pouring Yes Yes Yes No

Masonry work

Bricklaying Yes Yes Yes ** No

Rough plastering Yes *** Yes *** No No

Assembly works

Steel elements Yes Yes Yes ** No

Wooden elements Yes Yes Yes ** No

Prefabricated elements montage

Steel elements Yes Yes Yes ** No

Wooden elements Yes Yes Yes ** No

Reinforced concrete elements Yes Yes Yes ** No

Façade

Modern facade systems Yes Yes Yes No

Traditional facade systems Yes *** Yes *** Yes *** No

Insulation

Thermal insulation Yes *** Yes *** Yes *** No

Waterproofing No No No No

Interior finishing works

Tiling No No No No

Flooring No No No No

Plastering No No No No

Painting No No No No

Drywall ceilings Yes Yes No No

Drywall partition walls Yes Yes No No

Sanitary facilities Yes Yes No No

Windows Yes Yes Yes No

Doors Yes Yes Yes ** No

MEP

Mechanical installations Yes *** Yes *** No No

Electrical installations Yes *** Yes *** No No

Plumbing Yes *** Yes *** No No
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Table 2. Cont.

Type of Construction Works Photogrammetry Laser Scanning UAV Photogrammetry UAV LIDAR

Landscaping

Paving Yes Yes Yes No *

Horticulture Yes Yes Yes No *

Road and utilities construction

Road base course Yes Yes Yes No

Road paving Yes *** Yes *** Yes *** No

Pipe and cable laying Yes *** Yes *** Yes *** No

* Able to identify the existence, but not yet accurate enough to be able to identify each individual element with a
sufficient degree of accuracy; ** Yes, but only if visible from the outside of the structure; *** Depending on the
thickness of the layer/diameter of the element.

Table 2 above divides all construction works, which are listed in the leftmost column,
into several categories that can be grouped together for ease of view. The four other
columns contain either “Yes” or “No” answers to the question “Can this technology be
used to accurately collect 3D scan data to be later used for progress monitoring?” There is,
of course, no clear-cut answer for all of the combinations, as some have varying conditions
that could affect the answer.

Generally, massive earthworks, such as excavations, backfilling and construction
of embankments, can be identified by all technologies, as millimetre accuracy is not of
such importance. This is why these are the only type of works that can also be measured
by UAV LIDAR. Various geotechnical works that are mostly underground cannot be
measured by either of the technologies (except for tunnelling, which could be modelled
from photogrammetry and laser scanning). Some elements of the works are visible from the
surface, but their total quantity cannot be measured. For example, the top of a foundation
pile can be identified and its width measured, but we do not have a way to measure its
depth and, by extension, its total volume.

Scaffolding and formwork can, in theory, be monitored by photogrammetry and laser
scanning, but the result might not be accurate enough to recognise the exact quantities of
each individual element, only whether it exists or not at the place where it was planned to
be. Slab and beam formwork can only be identified by UAVs from the top side, which does
not provide enough visual information to create a model.

Reinforcement work could also be monitored in the same way as scaffolds and form-
work: either something similar to what is planned exists in the area in which it is supposed
to exist or it does not. Accuracy and occlusion issues are even more pronounced for
concrete reinforcements, as there are a lot more bars that need to be accurately scanned
and modelled.

For concreting works, only the elements that have a larger surface area open to scan can
be recognised. Slabs and beams have larger open surface areas, while walls and columns
do not, and it would be harder for the model to register that concrete was poured.

Bricklaying progress can be recognised from 3D scan data, but for rough plastering, it
depends on the thickness of the layer and the accuracy of the scan.

Construction works that constitute an assembly of various wooden and/or metal
elements, for example, interior columns and beams, wall substructures and stairways,
can be identified by photogrammetry, laser scanning and even aerial photogrammetry if
the area is visible to the UAV, i.e., not indoors. The same goes for the montage of larger
prefabricated structural elements.

Modern façades, such as curtain wall façades, can be easily recognisable from 3D
model scan data, while the recognition of traditional façade systems depends on the
thickness of the layers and the accuracy of the scan, the same as with any other thermal
insulation works. Waterproofing works could hardly be recognisable due to the small



Buildings 2023, 13, 1184 12 of 22

layer thickness, which is around the same dimensions as the expected deviation from the
accurate position in the scan data.

None of the interior finishing works, with the exception of the installation of windows
and external doors, can be modelled from a scan made by a UAV for the obvious reason
that UAVs are not suited to fly indoors. Even if they were, the resulting model would be no
better or worse than that obtained by terrestrial photogrammetry. Drywall works could be
recognised from scan data, as well as interior doors and sanitary facilities. Other finishing
works such as tiling, flooring, plastering and painting, would be hard to scan and identify
in the 3D model as they are thin, comparable to the accuracy of the scans.

Mechanical, electrical and plumbing installations could be identified in 3D models
depending on their size. Generally, most of the electrical wiring is thinner than a few
centimetres, while mechanical and plumbing installations have larger diameters. Other
elements, such as radiators, heating and cooling systems, vents, breaker boxes, etc., could be
recognised in the 3D model. None of the above are identifiable by aerial photogrammetry,
as they are almost exclusively on the inside of buildings.

External landscaping elements, on the other hand, are on the outside and can be
recognised by aerial photogrammetry, as well as terrestrial photogrammetry and laser
scanning. UAV LIDAR could be used, depending on the required accuracy.

Finally, for road construction and utilities construction, all methods besides UAV
LIDAR could be used to monitor the progress of road base course construction. For road
paving, the situation becomes more difficult as the layers can be only a few centimetres
thick, which is near the limit of the scan accuracy. Similarly, for pipe and cable laying, it
depends on the diameter of the pipe or cable. The larger the diameter, the more can we
be sure that the model will correctly show the element and that the construction progress
could be monitored.

3.3.2. Potential for Use of 3D Scan Data for Quality Control

This subsection will list the possibilities of using 3D scan data for the quality control
of the construction works identified in Table 2. Quality control can, in general, be divided
into [8] dimensional quality inspection, surface quality inspection and displacement in-
spection. Dimensional inspection indicates whether the element is of the right size and
displacement inspection indicates whether the element is at the right place. Surface quality
inspection checks whether the surface has any deformations or cracks, whether the surface
is flat enough or if spalling has occurred.

All of the construction work types whose progress can be monitored from 3D scan
data can also be tested for dimensional quality inspection and for displacement inspection
by the same vision-based sensing technology. This is naturally due to the fact that the
same properties of the observed element are being checked and with the same precision
requirements. For example, if we are to successfully monitor the progress of masonry wall
construction, we need to know the relatively precise dimensions of that wall. Those same
dimensions can be checked against the existing BIM model to see if the dimensions match.
Additionally, as we have the wall as part of a scan of the construction site, and if the scan is
registered and overlayed over the BIM model, we can check whether the position of the
wall is correct, or if not, by how much the wall has been displaced. Perhaps it has been
moved by a centimetre, which should not matter much, but perhaps it has been constructed
10 cm away from the required place, in which case the contractor might have to tear down
the wall and construct it again.

Surface quality inspection, on the other hand, could be of most use for concrete
elements and for masonry walls. It could also be used for damage assessment following
natural disasters, such as earthquakes.

4. Discussion

In the previous section, the current use cases, barriers and potential uses of vision-
based sensing technologies (primarily photogrammetry and laser scanning) were described.
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This section will aim to discuss whether the industry and the existing solutions are mature
enough for more widespread adoption.

Regarding progress monitoring, there are various issues that still need to be addressed
before automated progress tracking surpasses and, in the end, replaces traditional manual
progress tracking. One of them, which is not insurmountable, is the price. If the technical
solutions were good enough and if they offered benefits of accuracy and time saved,
early adopters in the construction industry would start using them. This would prompt
competitors to develop other products and software, increasing market competition and
driving down the price.

Other significant issues identified from the literature, which would take more effort to
solve, are accuracy, occlusions, the time to take scans/photos, time for postprocessing to
create usable 3D scan data, need for skilled workers, clear weather requirements, warm
weather requirements, making sure that all scans are registered correctly, the need for
measured work to be at the same location as planned, etc.

Accuracy is a technical limitation. All current technologies have accuracy of, at best, a
few centimetres, or less than a centimetre for extremely detailed scanning processes. This is
not a problem for works of large quantities, such as earthworks, where one centimetre is
insignificant in the total percentage. Masonry and concrete works can also be measured,
but for what purpose? It is rare that the quantity of concrete or masonry works deviates
from the planned quantity, and it is enough to simply check whether the element has been
constructed or not, whether it is at the correct spot and whether the length is approximately
accurate. If the length is planned to be 450 cm, for example, and the wall is constructed
to be 451.2 cm or 448.6 cm long, it would not matter and, for payment purposes, it would
be listed as 450 cm. On the other hand, if it is 20 cm shorter or longer, or if the location
deviates by more than a few centimetres, that would be a quality problem if not subject to
progress monitoring, and the contractor would need to mitigate the damage. For this case of
masonry and concrete works, the accuracy is good enough, but the time and effort it takes
for a novice engineer or a foreman to measure the length is far less than that which would
be required by using 3D scan data. However, there are a large number of construction
works whose volumetric dimensions fall well below the accuracy of both photogrammetry
and laser scanning. Plastering, painting, tiling, flooring, electrical wires, etc. cannot be
accurately identified from the 3D point cloud, and these works constitute a large percentage
of both cost of the project and completion time.

Another technical limitation is occlusion. Both photogrammetry and laser scanning
can only gather visual information that they can see. Construction sites are often cluttered
with materials, scaffolds, tools and moving workers and machines, and even if scans
were to take place on tidy construction sites and after hours, the framework would still
block the view for concrete works; additionally, due to the density of steel bars, concrete
reinforcements are still technically impossible to scan.

Time-related issues were briefly touched upon earlier. It still takes a substantial
amount of time to collect the data for 3D model creation (the only exception being aerial
photogrammetry and LIDAR of large earthworks), especially for indoor measurements and
even more so for laser scanning, and, finally, if we would want to achieve greater accuracy,
even more time would be needed to complete the scans. Depending on the size of the
construction site, it could take hours to collect data. Additionally, there is a risk of the data
being incomplete, so scan locations need to be planned beforehand. The consequences of
having insufficient data would range from not being able to use the scan and going back to
perform missing scans, meaning that more time is needed. On the other hand, the existence
of redundant scans means that more time would already have been spent than needed.

The second time-related issue is postprocessing. It currently takes a lot of effort from
skilled technicians or engineers to take raw data and make it usable for comparison with
as-planned BIM models or previous scans. While time alone might not be an issue, for
example, there might be ample time to complete the report, the issue is with the hourly
wage of the people scanning and postprocessing the point cloud. It would take longer and
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cost more to create 3D scan data than the alternative, which would take a few minutes for a
novice engineer or a foreman to measure and write down the measurements. Moreover, for
elements measured in pieces, it would be faster for someone with a checklist to state that a
certain window, door, sink, faucet, etc. was installed than to perform this task from a 3D
model. Additionally, all those previously mentioned need to be quality-tested, i.e., whether
the water runs or whether the windows and doors open and close properly, which is also a
pass/fail type check, most suitable for a checklist.

The third time-related issue is the consequence of how long it takes to scan the site.
Data collection, especially laser scanning, takes a long time and is generally considered
invasive and disruptive for regular construction activities, thus reducing the productivity
of the site. Thus, it would be logical to conduct it after working hours. This, on the other
hand, brings the problem of overtime for workers performing the scanning and brings us
to the next set of issues, which are weather- and time-of-day reliant.

For photogrammetry to yield the best results, the weather needs to be sunny and
consistent. Cloudy weather leads to darker photographs and during rain, both outside
photogrammetry and laser scanning are impossible, as is, of course, the use of UAVs.
Moreover, wind and cold weather cause UAVs’ batteries to drain faster and strong winds
make take-off impossible. Finally, previous research even stated that terrestrial laser
scanners cannot be used in below-freezing temperatures. All this taken together means
that there are quite a lot of factors that influence whether scan data can even be collected in
the first place. If we cannot collect data for days or even weeks during the wintertime, then
effective progress monitoring is impossible.

When all of these limitations are taken together, the result is that it is infeasible (or
even impossible) to use 3D scan data to continually monitor progress on construction sites.
It would be even less applicable for productivity monitoring, as the frequency of the scans
can be daily at the very best, and while quantities could be relatively simply calculated, the
distribution of time and reasons for low or high productivity could not be identified.

Thus, when would the creation of 3D scan data be useful for progress monitoring? It
would be useful on a monthly basis to have irrefutable proof of what works were conducted
during the last month and what works need to be paid for to the contractor. The same could
be used in court-ordered evidence collection of what works a has contractor completed
prior to contract termination. Other use cases include the collection of proof that certain
works were completed, such as the laying of drainage pipes that will later be covered by
soil. For these purposes, it is most important to have impartial and solid evidence as a basis
for payment or for legal dispute resolutions.

Quality control, again, has the same issues as progress monitoring and additional
exclusive issues. Quantity control or progress monitoring is generally a contract issue be-
tween the contractor and the client. Quality control is, on the other hand, of great interest to
the construction authority. In the construction industry, there are many strict requirements
for what can be constructed, how it can be constructed and from what materials. While 3D
scan data can provide location information, such as position and deformation, and surface
quality information, it would take a long testing time under various conditions on a large
number of construction sites before such automated measurements become acceptable to
the construction authority.

A quality control Issue for which 3D scans could be used is regular quality assessments
of buildings. On one hand, photogrammetry and laser scanning are used to detect cracks
or unusual displacements or deflections for inspecting infrastructure, such as bridges, and
could be expanded to residential and other buildings. Moreso, a 3D point cloud could be
generated to identify unauthorised modifications that tenants may have made to buildings,
i.e., which interior walls may have been torn down, which new openings may have been
created or walled out, etc. These modifications are a significant issue in older buildings,
which have low resistance to loads and are not up to current standards, and such alterations
would make them even weaker to both regular loads and especially earthquakes.
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So far, the potential uses and conditions under which 3D scan data could be used to
monitor progress and quality have been discussed based on the issues identified in existing
research. One unanswered and even unasked question is who would be collecting and
processing scan data or paying for the creation of 3D scan data? If we are talking about a
monthly progress scan to be used as a basis for payment calculation, then it makes sense
for the contractor to be providing it. However, how would the client know if the scans are
accurate or if they have been modified in the contractor’s favour? In that case, the client
would need to perform their own scans to verify the contractor’s scans. In the opposite case,
the client would calculate how much they needed to pay the contractor. The contractor
would then, of course, want to know whether the quantities were correct and would, again,
need their own scans to confirm or to counter the client’s quantities. The third solution
would be an impartial third party, but trust issues could still arise, and the question remains
of who would pay for this third party’s services. In the other potential case of gathering
evidence for disputes, the same trust issue arises. As a result, the status would be the same
as that without using 3D scan data, but with more money spent on both sides. The same
could be said for any quality control issues between the contractor and the client. Either
one would need to trust the other, or both would need to have separate models. If quality
control is between the contractor and the construction authority, then the process would be
similar to other quality control processes. Either the contractor is certified or a third party
is responsible for quality control conformance.

After posing additional questions for relatively feasible applications, we can go into
further detail about the applications that we deemed unfeasible. We could ask, who would
have interest in collecting daily progress report from 3D scan data? It would most likely be
the contractor, as they stand to lose the most if they fall behind schedule. However, even
if we disregard the issues of occlusion, accuracy, time and cost, it would still be difficult
to measure progress, as most plans on-site are either knowingly overoptimistic and/or
are not detailed enough for any comparison to make sense. Time schedules often only
have summarised activities, such as “concrete walls, 2nd floor” that last for four days,
for example. What could progress monitoring using 3D scan data compare the data to?
Regardless of the optimism and lack of detail in the schedule, any decent contractor knows
well where they are ahead and where they are falling behind without the need for costly,
time-intensive, unreliable and, in certain scenarios, unusable technologies.

If the client would demand daily progress reports from the contractor, the contractor
would most certainly bill the client for the effort, as would any other party employed by the
client, such as the project manager, quantity surveyor or specialised consultant. The client
would have daily progress reports, but the use they would gain from it is unclear as they
would have already contractually obligated the contractor to finish works by a set date.

5. Conclusions

This research began by examining existing literature to determine what uses had
previously been established, what benefits, drawbacks and implementation challenges
each technology and use had and what each technology could be used for objectively at
its current stage of development. Following that, the issues regarding large-scale imple-
mentation were discussed, both those identified through the literature and those from
personal experience.

It was found that there were numerous issues with the technologies themselves that
hinder their adoption on a wider scale. Only certain work types under certain circum-
stances can be scanned with reliable accuracy or scanned at all during inclement weather.
Furthermore, the necessary data collection and processing are more complicated, requires
more time and more skilled workers than traditional methods and yields more questionable
results. On the other hand, there is no imminent need for the use of such technologies from
neither contractors nor clients, and issues exist that make their use even more complicated
and costly than traditional methods. As a consequence, there is little interest from product
and software developers to create tools for which they will have a small number of cus-
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tomers. From this, it can be concluded that, at least for now, neither the industry nor the
solutions themselves are mature enough for adoption.

The paradox is that if any of the two sides of the problem were to move towards the
solution, the other would follow. If the developers would create better, more useful tools,
their adoption would rise, and on the other hand, if the promise of potential benefits would
drive the demand up, then developers would flock towards the problem and towards
creating better tools. This is a stalemate situation in which both sides are at a potential loss.

This study focused on photogrammetry and laser scanning as vision-based sensing
technologies, and progress monitoring and quality control as potential applications of said
technologies. There are other vision- and non-vision-based sensing technologies that can
be used not just for progress monitoring and quality control, but for other purposes as well.
These were only briefly touched upon in this paper and deserve a follow-up investigation
to determine whether the same limitations also hold true in their case. Additionally, explo-
rative research is needed to determine the best ways to overcome the identified barriers and
issues, and how 3D scan data could best be utilised for construction management purposes.

Additionally, from a financial standpoint, a thorough cost–benefit analysis is needed to
define whether the use of 3D scan data could be profitable and under what circumstances,
and what could be conducted to facilitate their mass adoption for construction management
uses in the construction industry.
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